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DATAMINING CAPABILITIES FOR CLUSTERING CONCRETE MIX
FORMULATIONS
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The article discusses the possibilities of using DataMining technology for clustering concrete mixtures.
In practice, it is often necessary to face tasks in which it is necessary to choose the formulations closest
in quality characteristics from a large number of formulations of concrete mixtures. The distribution of
formulations of concrete mixtures by classes is provided on the basis of specified criteria such as strength,
as well as the composition of the ingredients of the concrete mixture. Earlier in work [1], clustering of
concrete mix formulations was carried out with the help of the program "Comprehensive quality assessment
and classification of multidimensional objects", which made it possible to distribute formulations into classes
with the closest characteristics and collect the highest quality concrete mix formulations into the appropriate
classes. The result of using DataMining technology for clustering concrete mix formulations allowed us to
create classes in which the distribution using the DBSCAN algorithm is quite high-quality, however, there
is a need for more detailed training of this algorithm, since clustering using the program "Integrated Quality
Assessment and classification of multidimensional objects" turned out to be more optimal.

Keywords : clustering, datamining, concrete mix formulations, quality criteria

BETOH KOCITAJIAPBIHBIH PEHEIITEPIH KJIACTEPJIEYT'E APHAJIFAH
DATA MINING MYMKIHJAIKTEPI

K.M.Axumes!”, B.A.Kapnos?, JI.Akbimesa®, A.JI.Tynerynos!
'Kazak TexHOJOrus koHe OM3HEC YHUBEPCUTETI,
2 K. I. PasymoBcKuii aTbiHAarsl Mockey MeMIeKeTTiK TEXHOOTHsl KoHe GacKapy yHHBEPCUTETi
3 Hazap6aeB 3usTkepiiik MekTeOi,
e-mail: AkmailO4cx@mail.ru

Makanana 6eToH KocnajapslH Kiactepriey yiiH DataMining TeXHOJIOTHSCHIH KOJIIaHY MYMKIHIIKTepi Ka-
pacteipbuIazsl. Ic Ky3iHge ci3 kebiHece 6ETOH KOCHaIapbIHBIH KOITEreH peleNnTepiHeH canaliblK, curarrama-
Japbl OOWBIHINA €H KaKbIH PELeNTIepAl TaHaay KaxeT OOoaThiH MiHIETTepre Tarl OOMybIHbI3 Kepek. beron
KOCIIAJIAPBIHBIH, PELIENTYpaJIapbiH CHIHBINTAD OOMbIHIIA 00Ty OEPIKTIK, COH/IAM-aK, OETOH KOCIACBIHBIH HHIPe-
JMEHTTEePiHiH KYPaMbl CUSKTbI OEpilIreH KpUTEPUIAIep Heri3iHjie KaMTamMachi3 eTijies. [ 1] -kyMbICThIH OachIH-
Ja GETOH KOCaJIapbIHBIH PELeNTypaapbiH KJacTepliey 'canaHbl KellleH i Oarajay jkoHe KemeJeMai 00bek-
Tilepai KikTey" GarJapnaMachiHbIH KOMETiMeH JKy3ere achblpbUIIbl, OYJT pellenTypaiapabl €H KaKbH CUTaTTa-
MaJstapsl 6ap ChIHBINITapra Oeltyre skoHe OETOH KOCTIAJIApbIHBIH €H Carlajibl pelenTypajlapblH THICTi CHIHBIIITApFa
KHWHAayFa MYMKIHIIK Oepri. BeToH KocnamaphlHbIH (hopMyTaiapsH Kiactepriey yuriH DataMining TexHomo-
TUSCHIH KomgaHyapiH HoTvkeci DBSCAN anropuTmiH KosgaHa OThIPHII Oty eTe caraibl 00JIaThIH CHIHBIITAP
KYpyFa MyMKIiHIK Oepii, JereHMeH OyJT alTOPUTMII erKel-Ter keI OKBITY KakKeT, OUTKeHi "'caaHbl KelleH-
i Garasay jkoHe Kol eJIeM i 00beKTiep i KikTey" OaraapiamMachH KOJIIaHa OTBIPBII KJIACTEpIiey OHTAMIBI
OOJIIBI.

Tyiiin ce3aep: kiacreprey, datamining, 6eToH KOcHaaapblHbIH (POPMYJIaiapsl, cana KpuTepuiiepi.
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BO3MOKHOCTHU DATAMINING J1JII KJIACTEPU3AILIVNN PEIEIITYP
BETOHHBIX CMECEHN

K.M.Axumes!", B.M.Kapnos?, JI. Akmmesa!, A.JI.Tyxeryaos!
Kasaxckwuii yHUBEpCHTET TeXHONOTHHN 1 GM3Heca,
?MockoBckuii ['ocy1apcTBeHHBI YHUBEPCUTET TeXHONOrMH 1 yrpasienns um. K.I'. PazymoBckoro,
SHasap6aeB MHTeIIEKTyabHAS TIKONA,

e-mail: AkmailO4cx@mail.ru

B crarbe paccMaTpuBaeTcsi BOSMOXKXHOCTH MCIIOb30BaHMs1 TexHonorun DataMining [uis1 kiactepusanuu oe-
TOHHBIX cMecell. Ha mpakThKe 4acTo MPUXOAUTCS CTAIKUBATHLCS C 337a9aMK B KOTOPBIX HEOOXOTUMO U3 OOJTb-
IIOr0 KOJIMYECTBA perlenTyp OSTOHHBIX cMecell BHIOpaTh HanOosee OMM3KKE 0 KAueCTBEHHBIM XapaKTepu-
CTHKaM pelienTyphl. Pactipenesnenue perientyp GETOHHBIX CMECeH M0 Kjiaccam 00eCIieunBaeTcsi Ha OCHOBAHUU
3a/IaHHBIX KPUTEPHEB TAKH, KAK MPOYHOCTD, a TAKKE COCTAB MHIPEIEHTOB OETOHHOM cMecH. PaHHee B pabote
[1], knacrepu3aiysi perenTyp OETOHHBIX CMeceil Oblla OCYIIECTBJIEHA C MOMOIIBI0 Iporpammsl «Komruiekc-
Hasl OIIEHKa Ka4eCTBa M KJIACCU(DUKAIMSI MHOTOMEPHBIX 00BEKTOB», TIO3BOJIMBINAS PACIIPEACIIUTD PELEITYPhI
IO KJ1accaM ¢ HauOojiee ONM3KUMH XapaKTEPUCTHKaMU U coOpaTh HanbOojee KadyeCTBeHHbIE pellenTyphl Oe-
TOHHBIX CMecell B COOTBETCTBYIOIIHE KJIAcCHl. Pe3ynbTaT ucnons3oBanust TexHomoruny DataMining st Koia-
CTepU3aliy perenTyp OETOHHBIX CMECEH MO3BOJMII CO3IaTh KIJIACCH B KOTOPHIX pacrpesie/ieHue ¢ MOMOIIIbIO
anroputMa DBSCAN 10CTaTOYHO Ka4eCTBEHHO, TeM He MeHee CYIIECTBYEeT HeOOXOAMMOCThb OoJiee JieTasb-
HOTO OOYYEHHsI IAHHOTO aJIrTOPUTMa, TaK KaK KJIacTepu3aliysl C CIOIb30BaHMUEeM IporpaMmbl «KomruiekcHast
OIIEHKA KauyecTBa U KJIacCU(PUKAIIMsT MHOTOMEPHBIX OOBEKTOB» OKa3aJIoCh O0JIee ONTUMAJIBHOM.

KroueBble cioBa: kiactepusauus, datamining, penenTypbl OETOHHBIX CMecel, KpUTEpUH KayecTBa

Introduction.To date, the active promotion of -statement of the task, which includes the analysis
information technology (datamining) provides the of requirements, the definition of the problem
necessary and sufficient opportunities to obtain area, the metrics for which the assessment will be
reliable and high-quality results, in particular for performed, as well as the definition of tasks for the
solving clustering and forecasting problems. analysis project;

Data analysis depends on efficient data collection, -preparation of data, evaluation criteria;
storage and computer processing. Data Mining allows
you to analyze large volumes of heterogeneous data
of various scientific fields.

-research and evaluation of data;
-building analytical dependencies;

. . .. -research, verification of the accuracy of solutions.
The international market of DataMining systems y

has a dynamic growth. Firms such as SAS, IBM, Today, cveryone who de.als with problems .in the
Microsoft, Oracle, provide investments of $56.2 field of big data processing must have skills in
billion by 2027 [2]. the field of mathematical statistics, programming

languages, machine learning techniques, statistical
analysis, predictive decisions, including managerial
decision-making, depend on the accuracy and in-
depth data analysis.

Promising trends in DataMining allow us to
develop methods of virtual and augmented reality
analysis, statistical data analysis, and data protection.

It is known for certain that data mining in the

. .. To date, there is a wide selection of programs on
future for big data analysis using corporate databases. Prog

the market for solving Data Mining problems. Let's
At the same time, the main criterion for |50k at the main ones:

DataMining technology is the system time required
to complete the tasks. At the same time, the main
difficulty lies in the limitations that arise during the
search of decision trees, which affect the efficiency
and performance of the search.

SAS EnterpriseMiner - used mainly for fraud
detection, financial risk assessment, market
forecasting, etc. It has a fairly high performance
when working with big data;

-MicrosoftAnalysisServices - used to create

Solving this problem remains the main goal of .
analytical reports;

DataMining product developers|[2].
-SAS CustomerIntelligence 360 - used as a tool

for information business, evaluation of marketing
campaigns, real-time data analysis;

When performing clustering tasks, there are a
number of typical, standard stages for DataMining,
which include:
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-SAS CreditScoring - used as a risk management
tool for financial institutions;

-Board - nothing remarkable, for business
analytics, corporate governance, evaluation of the
effectiveness of projects.

-SAS RevenueOptimization - a use case as an
intellectual business tool, mainly in retail;

-RapidMiner - is used for text analysis, machine
learning, and the creation of analytical reports.

The aim of the study is to evaluate the
DataMining technology for clustering concrete mix
formulations and compare the results with the data
obtained using the program "Comprehensive quality
assessment and classification of multidimensional
objects" with the possibility of using DataMining
technology in further studies of clustering problems
of technogenic deposits.

In [1], prior to the start of cluster analysis, each
object under study or the formulation of a concrete
mixture is a separate cluster, and the proximity
between clusters is assumed by accepted metrics.

The most optimal way to solve the research
problem, determining proximity (distances) between
clusters in the studied space, or as they say in many

sources, Euclidean distances. "Euclidean distance is
a general type of distance used from ancient times
to the present day, it is a geometric distance in
multidimensional space"[3] and is used in various
methods.

As a result of the solution [1], a mathematical
formulation of the problem of clustering concrete
mixtures using technogenic waste formula 1 was
obtained.

F(CLC) = 5 3 2 £(51,8) (1

SiCk SjCl

That is, each cluster contains formulations
of concrete mixtures that are closest in their
characteristics and the formulations of each class
differ from each other.

For the software implementation of the
mathematical formulation of the solution of the
problem of clustering concrete mixtures, the
program "Comprehensive quality assessment and
classification of multidimensional objects" in
Russian was used. Data on the metrics of the recipe
of concrete mixtures are presented in Table 1.

Table 1. Recipe of concrete mixtures

No recipes Composition of the concrete mix

- Ravr. Metall. Slag
Compr.Mpa ash g/% /% bauxite sludge g/%

1 3.11 337/3

2 3.7 505/4

3 8.32 674/5

4 3.5 842/7

5 3.6 1011/8

6 2.84 944/7

7 2.56 910/7

8 2.73 574/4.4

9 23 246/2 337/3

10 44 574/4.4

11 25 656/5

12 4.5 3370/26

13 251 492/4

14 2.8 574/4.4

15 3.45 410/3.2

16 4.54 410,3.2

17 39 246/2 798/6

18 2.55 328/2.5 798/6%

19 3.5 328/2.5 640/5

20-5 1.47 107/1.3 1066/13

21 9.74 328/2.5 798//6 246/2

22 3.18 399/3 328/2.5

23 3.23 164/1.3 798/6 164/1.3
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24-15 1.6 1020/12 357/4.2
25 4.77 328/2.5 399/3 337/2.5
26 4.33 164/1.2 798/6 337/2.5
27 33 337/2.5 798/6 164/1.2
28 9 337/2.5 798/6 505/4
29 10 337/2.5 1596/12
30 322 328/.5 798/6 674/5.2
31 4.62 246/2 505/3.2
32 23 1685/13
33 9.1 164/1.3 1685/13
34 8.18 164/1.3 2022/16
35 4.37 1011/8
36 1.35 7798/80
37 4.43 337/1.5 798/6 674/5.2
38 4.13 337/2.5 798/6 337/2.5
39 22.3 505/4 1197/9. 337/2.5
© MenvprsaClustering of on technogenic waste snd isg o metsliurgial entepr. | © || & o) ) MempesClsteing of ormulatons of concrete mixes wih technogenic waste snd lsg of metllurgicsl enterpr.. | = || |25
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Fig. 1- Program interface ""Comprehensive quality
assessment and classification of multidimensional
objects"

Fig.1-Shows the interface of the program
"Comprehensive quality assessment and
classification of multidimensional objects". The data
is entered directly from the keyboard.

As a result of the program, the distribution of
formulations of concrete mixtures of Table 1, Figure
3 was obtained. In each cluster there are recipes that
are closest in terms of metrics.

From the clustering result obtained, it can be

Fig. 2 - Shows the input of metrics for compounding

concrete mixtures

seen that the formulations of concrete mixtures
are distributed in 6 clusters. In each cluster there
are formulations of concrete mixtures with the
closest characteristics in composition and strength.
The formulations of concrete mixtures with low
strength indicators are located in clusters 1-4. Table 2
shows the formulations, the composition of concrete
mixtures with the highest strength indicators of 5 and
6 clusters.

Table 2. Recipe of cluster 5-6

Ravr.compr. ash Metall. bauxite sludge
Cluster Ne Ne recipes Mpa 2/% Slagg/% /%
RBS3 8.32 674/5
RBS34 8.18 842/7
5 RBS28 9 337/2.5 798/6 505/4
RBS29 10 337/2.5 1596/12
RBS33 9.1 164/1.3 1685/13
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Table 2. Recipe of cluster 5-6

Ravr.compr. ash Metall. bauxite sludge
Cluster Ne Ne recipes Mpa /% Slagg/% /%
| | RBS21 | 9.74 | 328/2.5 | 798//6 | 246/2
\ 6 \ RBS39 \ 223 \ 505/4 \ 1197/9.2 \ 337/2.5

Methods and materials. As a software tool for clustering concrete mix formulations, we use the DBSCAN
clustering algorithm [4-11].

DBSCAN (Density-based spatial clustering of applications with noise), a density algorithm for spatial
clustering with the presence of noise), as the name implies, operates with data density.

We use the same data as in [1].Ideally, DBSCAN can achieve good results, but it's not worth hoping for.
Many versions of the algorithm are able to work from cluster to cluster.

At the same time, the algorithm considers clusters as high-density areas separated by low-density areas.

Because of this, clusters obtained in DBSCAN come in any shape, unlike k-means, which assume that
clusters are convex.

In practice, an important component of DBSCAN is a cluster consisting of a set of core samples, "each
of which is close to each other (measured using some distance measurement measure) and a set of non-core
samples that are close to the core sample (but are not core samples themselves)" [4].

2 parameters are important for the DBSCAN algorithm: min_samples and eps, high min_samples or lower
eps, provide the high density necessary for cluster organization.

The algorithm is formed in this way:

1. All points are marked as core, boundary or noise;
2. Interference will be eliminated;

3. The face between all the main points located inside at the distance of the Eps parameter from each other
is marked;

4. Each group is placed in a separate cluster;

5. The boundary points of one of the clusters associated with this boundary point are specified.

At the same time, the base sample is part of a cluster, a sample that is not a core sample, and exists, at a
distance of eps from any core sample, is considered an anomaly of the algorithm.

The algorithm executed (DensitybasedClusteringAlgorithm) allows the cluster to grow until the density in
the neighboring cluster exceeds a certain threshold.

The DBSCAN algorithm is deterministic, always generating the same clusters when providing the same
data in the same order. However, the results may differ if the data is provided in a different order. First, even
though core samples will always be assigned to the same clusters, the labels of these clusters will depend on
the order in which these samples occur in the data. Secondly, and more importantly, the clusters to which the
non-core samples are assigned may differ depending on the order of the data.

The clustering algorithm is effective when, as a rule, the "compactness hypothesis" can be implemented,
while splitting objects into classes, the distances between objects from the same class (intra-clusterdistances)
will be less than some value e>09>0, and between objects from different classes (cross-clusterdistance) will
be greater than .

For our case, a table of distances between classes is formed in Figure 4.
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Q MeTupuka“OueHka kadecTea BeToHHbX cmeceid” (17.02.2020)
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Fig. 3- Clustering of concrete mix formulations

Library(reshape2’)

n <~ dim(df.stand)[[1]]

euc.dist < as.matrix(dist(df.stand))
dist = melt(euc.dist}
df.standgcluster <- clusScluster
pairs <- data.frame(cist - dist,

@

- as.vector(outer(1:n, 1:n,

function(a, b) df.stand[a, 'cluster'])),

cb = as.vector(outer(1:n, 1:n,

function(a, b) df.stand[b, 'cluster’'])))
dcast (pairs, ca ~ cb, value.var = "dist.valve’, mean)
## ca 1 2 3 4 5

## 1 1 0.8102236 3.740748 4.651124 2,865534 1.589380 c.pca <- preomp(USArrests, center - TRUE, scale - TRUE)

## 2 2 3.7407483 1.283606 2.556633 2.086930 2.136207 d <- data.frame(x=c.pcagx[, 1], y=c.pca$x[, 2])

## 3 3 4.6511236 2.556633 1.584220 2.777835 3.656428 dgcluster <- clus§cluster

## 4 4 2.8655340 2.086038 2.777835 1.203573 1.822823 library('ggplot2")
## 5 5 1.5893797 3.136207 3.656428 1.522823 1.630227 Library('grDevices')

h <- do.call(rbind, lapply(unique(clus$cluster),

B nony4eHHoi Tabnuuie No rMasHol AArOHaNH NPUBEAEHb! CPEHNE BHYTPUKNACTEPHbIE PACCTORHMA, function(c) { f < subset(d,cluster==c); flchull(f).]1}))
KOTOpbIe O4YEBNAHO MEHBLLE, YeM MEXKNacTepHble pacCTOAHNA (HeaMaroHansHele aneMeHTsl Tabnnub). geplot() + geom_text(data = d,

aes(label = cluster, x = x, y = y, color = cluster),
nOCKDJ’H:)(y 0BBeKTb TEBHML\H USArrests MHOIOMEPHBI, TO ANA BbIBOAE Dp,CMHaL\VIDHHDV\ Anarpammbl

size = 3) +
BLINOMHUM CBEPTKY UH(OPMALIMA N0 4 UMEIOLMMCA NOKAZATENAM K ABYM ITIABHLIM KOMMOHEHTaM. [ocne
3TOM0 MOXHO OCYLECTBUTL BU3yanu3aLuo rpynn (cM. puc. 2.13) U “Ha rmas3” oUeHNTL kKauyecTo

KnacTepuzaumnm.

geon_polygon(data = h,
aes(x - x, y - y, group - cluster, fill - as.factor(cluster)),

alpha - 0.4, linetype

theme(legend.position

“none")

c.pca <- preomp(USArrests, center = TRUE, scale = TRUE)
d <- data.frame(x=c.pca$x[, 1], y=c.pca$x[, 2])

Fig. 5 - Dependencies of distances inside and outside
Fig. 4 - Table of distances between classes clusters

From Figure 5, we see that the average intracluster distances are significantly smaller than the intercluster
distances.

As aresult, using the DBSCAN algorithm, the distribution of concrete mix formulations by class is obtained,
as shown in Figure 6.

Figure 7 shows the clustering of concrete mix formulations.
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Fig. 6 - Results of the distribution of concrete mix
recipe by class

Discussion and results. As can be seen from
Figure 7, all the formulations of concrete mixtures
are combined into 5 clusters. The largest is cluster 3,
the smallest is cluster 1.

The task of describing in detail which formulations
of concrete mixtures were included in each cluster
was not set.

Clustering technology using datamining is quite
complex, the difficulty lies in the uncontrolled
decision-making process. It is not completely clear
whether the correct solution has been achieved.

"Deep artificial neural networks are very good

CL1

CcL2

CL3

Values

cL4

OE0Ooo

CL5

Recipe of concrete mixtures

Fig. 7 - Distribution of concrete mix formulations by
clusters

at classification, but clustering is still an open
question"[2].

Conclusions. We see that DataMining is quite a
promising tool for clustering, including formulations
of concrete mixtures. Although the results leave
much to be desired compared to those previously
obtained in [1], nevertheless, with fairly constant
machine learning and training, there is a potential
prospect that we will get good clustering results. In
the future, we plan to use one of the software tools
presented above for clustering man-made waste of
the Pavlodar region.
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