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This study addresses computer modeling challenges by focusing on the risks in I'T projects, with particular
emphasis on managing investment processes under conditions of uncertainty and incomplete information.
The growing number of IT projects in recent years has brought new challenges to assessing and managing
associated risks. As technology advances and IT initiatives expand in scale, uncertainties in investment
processes have intensified, requiring more sophisticated evaluation methods. The study introduces a RIC
methodology for calculating the risk function of investment projects, incorporating fluctuations in projected
cash flows. Investment project development is often characterized by uncertainty and a lack of robust
statistical data, necessitating advanced analytical approaches for sound decision-making. This research
applies modern scientific techniques, including machine learning and convolutional neural networks, to
develop an algorithm for risk assessment in investment projects. The proposed algorithm provides practical
recommendations to improve the evaluation and management of investment-related risks. The findings of
this study offer valuable tools for planning and risk analysis, making them applicable to various stakeholders
engaged in investment activities.
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TEPEH OKBITY O/IICTEPIH ITAUJIAJTIAHY APKBLIBI 2KOBAJIAPIBI JAMBITY
TOYEKEJIEPIH KOHE HAPBIKTHIH K ¥BbLIMAJIBLIBIFbIH OHTANJIAH/IBIPY

A. BoaaroBa, Y. Kpuibimbek, A. BakToiraaues, A.Kaproaes

Kazaxcman-Bbpumarn mexnuxanoix, ynusepcumemi, Aamamst, Kazaxcman,
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By 3epTTey KOMIBIOTEPIIIK MOJENBAEY MICENIENIEPIH LIEUIYTE apHAJIFaH, 9CIpece aKNapaTThIK TEXHO-
norusiiap (AT) xobGanapelHIAFB! TOyeKeJiepre, COHJan-aK OeNrici3aiK KoHe TOJBIK, eMeC aKIapar Kar-
JaiblH/Ia UHBECTUIUSIIBIK, MpoLiecTepi Oackapyra epekiiie Hazap aymapanbl. CoHrbl xbuiaapsl AT xoba-
JIAPBIHBIH CaHBIHBIH 6CY1 ToyeKenaepi Oaranay xkoHe Oackapy OOHbBIHINA KaHA KUBIHABIKTAPBI TYbIP/BL.
Texnonorusnap gamslin, AT GacTamanapblHbIH ayKbIMbl KEHEIT€H CaiiblH, THBECTULIMSUIBIK [TPOLIeCTEpIeri
OenricizoikTep KyIUeHirn, HerypibIM Kypaesi 6arasay oicTepiH KaxeT eTelli. 3epTrey/ie MHBECTULIMSIBIK,
x)o0anap/ibiH Toyeken (pyHKUUACHIH ecenteyre apHaiarad RIC opicTemMeci yChIHBUIFaH, 01 OOJDKaHFaH aKia
arblHIAPBIHBIH AYBITKYJIapblH ecKepelli. IHBeCTUIIMSUIBIK sKoOanapapl 93ipiey kui OeNriCi3fiKieH kKoHe
CEeHIMJIi CTATUCTUKAIIBIK JAEPEKTEPAiH KETICIeYIIUTiriMeH chnmaTTaiaasl, Oy Heri3JesreH menmimaep Ka-
ObUIAY YIIIH 3aMaHayH aHAUTUTUKAJIBIK TOCUIAEPAl KOJaHy bl Tauamn ereai. by 3eprreyne MHBeCTHIN-
SUTBIK, koOaJlap/iblH TOyeKeJIepiH Oarasay alrOpUTMiH 93ipJey YIIiH MAIMHAJbIK, OKBITY KOHE KOHBOJIIO-
LUAJIBIK HEMPOHBIK KEJLIEP CUAKTHI 3aMaHayH FbUIBIMHU QIICTEP KOJIAHbUIAABL. Y ChIHBUIFAH aJITOPUTM
MHBECTULIUSUIBIK, TOyeKesaepai Oaranay skoHe OacKapyabl skakcapTy OOHMbIHINA NMPAKTUKAIBIK, YCHIHBICTAP
Oepelti. 3epTTey HOTHXKEIEPI KocHapiay KoHe ToyeKeIep i Tajaay YIIiH KYHIB KYpaIapasl YChIHA b
’KOHE MHBECTULIMSAIBIK, KbI3METKE KATBICAThIH TYPJI MYAJEN TapanTtapra KOJIaHbLIA ajla/ibl.

TyiiH ce3aep: MHBeCTHIUSIIBIK Toyekes, AT sxo0anapsl, aHBIK eMecC epicTep, aKIapaTThIK, OeNTiCi3IiK,
yikeH gepexrep, CNN yuriiepi, MalllMHaIBIK, OKbITY.
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OIITUMUSBAIINA PUCKOB PABPABOTKHA ITPOEKTA 1 BOJIATUJIBHOCTU PBIHKA C
HNCITOJIBb30BAHUEM METOAO0OB INTYBOKOI'O OBYUYEHUA
A. BoaatoBa, Y. Keuibimoek, A. baktoiraaues, A.Kaproaes

Kazaxcmancko-Bpumarncruii mexuuueckuii yrusepcumen, Aamamot, Kazaxcman,
e-mail: a.kartbaev@kbtu.kz

JlaHHOE nCcclleIoBaHuE MTOCBAIICHO PELICHUIO 33124 KOMIIBIOTEPHOIO MOJEIMPOBAHUSA, COCPEIOTaUMBas
BHUMaHMe Ha pruckax B UT-nipoekTax, ¢ 0cOOBIM aKIIECHTOM Ha YITPaBJIeHNEe HHBECTUIIMOHHBIMHU ITPOIIECCAaMU
B YCJIOBUSIX HEOIPEAEICHHOCTH U HeNOJIHOM MH(popMauuu. Poct uncna UT-npoekToB B nocieaHue rost
MIPUBEJT K TIOSIBJIEHUIO HOBBIX BBI30BOB, CBSI3aHHBIX C OLIEHKOU Y YIIPABJIEHUEM COITYyTCTBYIOLIMMU PUCKAMHU.
[To Mepe pa3BUTHSI TEXHOJIOTHIA U paciuperus MacitaboB U T-uHuImMaTiB HeonpeaeIeHHOCTh B UHBECTU-
IIMOHHBIX TIPOLIECCaX YCUIMBAETCs, TpeOyst Ooiee CI0KHBIX METOJIOB OLIEHKH. B mccienoBanny npejara-
etcs metogosiorust RIC mns pacdyera (hbyHKIIMM PUCKA WHBECTHIIMOHHBIX TIPOEKTOB C YYETOM KOJIeOaHUN
MIPOTHO3UPYEMBIX JICHEXKHBIX TIOTOKOB. Pa3paboTka MHBECTUIIMOHHBIX MPOEKTOB YaCTO XapaKTepu3yeTcs
HEOIPeIeJICHHOCTBIO M HEJIOCTATKOM HAJIe)KHBIX CTATUCTHUUECKUX JAHHBIX, YTO TpeOyeT MpUMEHEHHs CO-
BPEMEHHBIX aHAJIMTUYECKUX MOJXOJIOB IS TPUHATUS OOOCHOBAHHBIX pellieHuil. B TaHHOM uccie1oBaHun
MIPUMEHSIIOTCS COBPEMEHHbBIE HayYHbIE METO/IbI, BKJIIOUAsl MAIIMHHOE 00yUYeHHe ¥ CBEPTOUHbIe HEPOHHBIE
ceT, I pa3padOTKH aJropuTMa OLIEHKM PHCKOB B WHBECTUIIMOHHBIX MpoekTax. [Ipemiaraemprii ajro-
PUTM COIEPKUT IMPAKTUYECKUE PEKOMEH/IALIMY M0 YIYUIIEHUIO OLIEHKH U YITPABJIEHU 1 UHBECTULIMOHHBIMU
puckamu. Pe3ynbTaThl ucciieloBaHUs MpeAIaraioT [IEHHbIE MHCTPYMEHTHI )i IUIAaHUPOBAHUSA U aHAIM3a
PHICKOB, KOTOPbIE MOTYT ObITh IPUMEHUMBI Pa3TIMUYHBIMU 3aMHTEPECOBAHHBIMY CTOPOHAMH, YUACTBYIOIIIUMU

B I/IHBCCTHHI/IOHHOﬁ JEATEIIbHOCTH.

KuaroueBble cji0Ba: MHBECTUIIMOHHBIN PUCK, I T-1IpoeKThl, HeueTKas JJOrMKa, HeonpeaeIeHHOCTh, boJib-

e naHHbie, Mmojeau CNN, marmHHOe 00ydYeHue.

Introduction. In recent years, the increasing
number and complexity of Information Technology
(IT) projects have posed significant challenges
in assessing and managing associated risks.
The rapid advancements in technology and the
growing scale of IT initiatives have amplified
uncertainties, particularly in investment processes,
requiring more sophisticated and reliable evaluation
methods. In today’ s dynamic business environment,
IT infrastructure and architecture are critical
investments that command significant financial
resources. These investments are crucial for
constructing advanced production environments and
operational IT architectures. The investments cover
a wide spectrum, including projects, computers,
telecommunications, and services. These are
integral to enhancing a company’ s productivity and
operational efficiency. Yet, assessing the return on
these investments poses a challenge, often taking
years to realize their full benefits.

Recent scholarly and professional investigations
have focused on evaluating the impact of IT

investments on business performance. Various
approaches have been suggested to assess these
investments effectively and efficiently. McKinsey
reports that IT infrastructure has undergone
significant evolution-from small setups with few
servers to massive data centers with thousands
of servers. This transformation is driven by the
need for robust systems capable of supporting

essential business functions like transaction
processing, customer data management, and
complex decision-making processes. Investing

in IT infrastructure brings substantial benefits.
Well-integrated IT systems can improve real-time
data collection, support extensive analytics, and
enhance market responsiveness, thereby providing
a competitive edge. For example, sophisticated
infrastructure allows quicker establishment of sales
offices in emerging markets and improved customer
support.

Despite these benefits, the high costs and
long commitments required for developing IT
infrastructure present considerable challenges. The
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complexity of managing and integrating diverse
technologies demands careful planning and strategic
investments. Beyond individual companies, the
strategic importance of infrastructure investments
impacts broader economic activities. Enhancements
in digital connectivity and transport networks
facilitate business operations and can significantly
boost economic growth by reducing costs,
improving mobility, and bolstering competitiveness.

From the perspective of Ilin et al, the
development and implementation of Enterprise
Architecture (EA), including its IT components,
significantly enhance transparency in business
operations and agility in business re-engineering.
They advocate for investment and assessment
models that provide numerous advantages,
such as enabling integrated comparisons of
the impact of adopting IT solutions versus
fragmented deployment, more precise calculations
of investment project costs, reduced investment
cycles for both physical and IT components, and the
application of international software standards like
COSMIC-ISO 19761 for practical implementation
[1]. As well, a research by Purwita and Subriadi
shows how IT investment valuations are influenced
by both tangible and intangible benefits [2].

In another study, researchers analyzed Health
Information Technology (HIT) investments in
relation to hospital financial outcomes using
econometric and microeconomic techniques.
They optimized investment distribution based on
productivity associated with each input, determining
the appropriate investment levels for a global
portfolio to achieve a desired confidence level
[3]. Ali et al. underscores the significance of
Information Technology Investment Governance
(ITIG) as a vital organizational competency,
highlighting its role in enhancing the relationship
between IT investments and business performance,
based on resource-based theory [4]. Berghout’ s
research emphasizes the benefits of developing
detailed business cases for IT projects, arguing
that while resource-intensive, these cases are
critical for organizations engaging in unfamiliar IT
projects by providing a deeper understanding of the
project’ s business value and supporting informed

decision-making [5].

Further, Chen et al. proposes the development
of an effective IT investment decision model for
global organizations, aiming to demonstrate the
framework’ s utility in supporting IT investment
decisions [6]. Additionally, Witra et al. study
on gender and IT investment decision-making
reveals that women’s risk-averse behavior has
significant implications for investment efficiency,
especially in complex calculations [7]. Mirza et al.
research suggests that female managers enhance
asset efficiency and help organizations reduce
unnecessary expenditures, particularly in developing
economies [8]. Shin’s research further supports
the idea that female directors strengthen board
monitoring, impacting decision-making processes
significantly [9]. Lee’ s research focuses on the
critical need for businesses to understand how
technology investments contribute to business
outcomes, rather than just the technological
aspects themselves. The study links IT spending
to business growth and stresses the importance
of prioritizing investments that produce tangible
bottom-line results, navigating the so-called IT
paradox effectively [10].

Materials and Methods. This research aims to
establish a robust quantitative model to evaluate
the effectiveness of IT investments in promoting
business growth, using real-world data. The core
proposition is that by strategically focusing IT
investments on areas that generate substantial
bottom-line results, businesses can optimize their
expansion and performance. To achieve this, the
study introduces a novel evaluation method named
”RIC” which incorporates three critical criteria:

1. Risk Score: This metric assesses the
attractiveness of an investment based on its risk
level. The score ranges from 0% (indicating very
high risk) to 100% (indicating very low risk),
providing a straightforward, quantifiable measure
to gauge potential risk associated with each IT
investment.

2. Return on Investment (ROI): ROI is used
to measure the profitability of an investment by
comparing the return or profit generated against the
initial investment cost. This criterion is essential
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for assessing the potential financial gains or losses
from IT investments and supports decision-making
by highlighting the efficiency and effectiveness of
the expenditure.

3. Criteria yet unspecified: The third criterion,
which will be detailed further in the study,
complements the Risk Score and ROI to provide a
comprehensive view of the investment’s value.

The RIC method’ s integration of these criteria
aims to provide a multidimensional analysis of
IT investments, enabling organizations to make
informed, data-driven decisions that align IT
spending with strategic business objectives. This
approach not only seeks to clarify the direct
impact of IT investments but also to guide
companies in prioritizing investments that promise
the most significant returns, thereby enhancing their
competitive edge and operational efficiency.

This research commenced with the use of
Python libraries to systematically gather and
process investment-related datasets from a variety
of sources, aiming to build a comprehensive
foundation for the analysis. The primary dataset
utilized was the "Twitter Dataset” obtained from
Kaggle, which encompasses approximately 1.5
million tweets and 1.2 GB. These tweets were
analyzed to extract insights related to financial

Return On
Investment (1) €

Risk Assesment(R) <——>

markets and investment trends.

Additionally, it’s been integrated a substantial
dataset provided by McKinsey, which includes
detailed records of around 500 million interactions
from regular users engaging with retail services.
This dataset was pivotal in understanding consumer
behavior and its impact on retail investment
trends. The data collection also extended to
financial markets, specifically through the use of
data from Yahoo Finance. This source provided
daily updates on a selected range of US-listed
financial instruments. Although this dataset is
comprehensive, it is important to note that it may
contain some gaps, possibly due to the selective
criteria used in data compilation, which could
influence the availability of complete historical data.

To ensure a robust analytical framework,
these datasets were meticulously cleaned and
pre-processed to address inconsistencies and
prepare them for integrated analysis. The aim was
to correlate the risks derived from social media and
consumer behavior with actual market movements,
thereby providing a multi-dimensional perspective
on investment strategies and market dynamics.
This approach allowed us to harness big data
analytics to derive actionable insights that could
potentially guide investment decisions and strategy
formulation.

Customer Satisfaction

Fig. 1 - RIC methodology

It has been considered quantitative methods as
a cornerstone of the research, as a way to explore
something better. In order to solve the investment
problem, it has been created a method called RIC
and uses three criteria (See Fig.1).

1. R stands for Risk (Risk Assessment)
2. Istands for Investment (Return On Investment)

3. C stands for Customer (Customer Satisfaction)

R+I1I+C
3

RIC = (1)

Each criterion is responsible for the main
investment parameters: 1) both tangible and
intangible; 2) tangible; 3) intangible, so that the
method produces the best predictable result. In the
realm of investment, accurately gauging the risk
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associated with stocks is paramount for determining
their attractiveness and potential returns. The
“Risk Score” is a fundamental metric developed to
quantify this aspect, ranging from 0% to 100%. A
score of 0% indicates a very high risk, suggesting
that the investment is highly volatile or uncertain.
Conversely, a score of 100% represents a very low
risk, pointing to a stable and secure investment.

Investors rely on the Risk Score to make
informed decisions by evaluating various factors
that contribute to the risk profile of an investment.
These factors include market volatility, which
reflects the frequency and magnitude of price
fluctuations; economic conditions, such as inflation
rates, employment levels, and GDP growth, which
can affect the overall investment climate; regulatory
risks, involving changes in laws and regulations
that could impact business operations; technological
risks, particularly relevant in sectors where
rapid innovation can render existing technologies
obsolete; and operational risks, which encompass
issues related to internal processes, systems, and
people.

Understanding these risks is crucial as they
directly influence the potential returns from an
investment. By integrating the Risk Score into their
analysis, investors can align their investment choices
with their risk tolerance and investment objectives,
aiming to optimize their portfolios for both risk and
return. This approach to risk assessment not only
aids in identifying potentially lucrative investments
but also helps in mitigating potential losses, making
it an indispensable tool in the financial decision-
making process. ROl measures the profitability
of an investment by comparing the return or
profit generated to the initial investment cost. It
helps assess the potential financial gains or losses
associated with an investment.

Profit
Costo fInvestment

ROI = x 100

2)

Measuring customer satisfaction is a critical
aspect of evaluating business performance
and understanding the effectiveness of various
investments. One common method to gauge this is

through customer surveys or feedback mechanisms,
which can collect detailed insights from customers
about their experiences and satisfaction levels.
These results are often quantified and reported as a
percentage of satisfied customers. This percentage
provides a direct indicator of how well a company
is meeting customer expectations and needs. It is a
valuable metric because it offers a clear, numerical
benchmark that businesses can track over time and
use to implement improvements. For instance, a
high percentage of satisfied customers generally
correlates with better customer loyalty, repeat
business, and positive word-of-mouth, all of which
are crucial for long-term success.

Businesses might utilize various tools for this
purpose, including electronic surveys, feedback
forms, social media interactions, and review
platforms. By analyzing the data collected from
these sources, companies can identify strengths
and weaknesses in their products or services and
make informed decisions to enhance customer
satisfaction. This process not only helps in retaining
existing customers but also attracts new ones by
showcasing the company’s commitment to meeting
their needs and expectations.

Further it’s been possible to conceptualize a
model where the change in customer satisfaction
over time is a function of various factors. Let S(t)
represent the customer satisfaction level at time ¢,
measured as the percentage of satisfied customers.
To model the change in satisfaction over time as a
function of factors such as improvements in service
quality (Q(t)), responsiveness to feedback (R(t)),
and changes in customer expectations (F(t)) was
developed an equation that can be:

s
a1

dR
dt

dE
dt’

dQ

ar TR g ks

3)

where:

_ds
dt
dQ dR

o d anc} repres§nt the rates of change
in service quality, responsiveness, and customer

expectations, respectively.

is the rate of change of customer satisfaction.
dE
dt

- kq, ko, and k4 are constants that determine the
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sensitivity of customer satisfaction to changes in
each of these areas.

This model assumes that improvements in service
quality and responsiveness directly contribute to
increasing satisfaction, whereas rising customer
expectations might decrease it. The constants k&,
k4, and k5 would need to be empirically determined
based on data specific to a company or industry.

One of the RIC framework’ s key advantages is its
adaptability to integrate advanced machine learning
models, such as convolutional neural networks
(CNNs). While it’s traditionally associated with
image recognition, their utility in analyzing financial
data lies in their ability to process sequential
and structured datasets with remarkable precision.
CNN:s can be adapted to handle financial time-series
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data by treating the temporal progression of market
events as layers of interconnected features. This
approach enables the extraction of patterns and
trends that might otherwise remain obscured. For
example, in the context of the RIC framework, it
could analyze multi-dimensional data inputs such
as historical price movements, trading volume,
sentiment scores, and macroeconomic indicators.
The architecture’s convolutional layers can identify
relationships between these variables, while pooling
layers reduce dimensionality, ensuring efficient
computation. Dilated convolutions could further
expand the receptive field, capturing broader
market contexts without increasing computational
overhead. See in Fig.2 more details of the model
used for risk analysis.
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Fig. 2 - Design of the CNN model for this study

The CNN architecture was originally designed
to address image generation problems. A key
component of CNNs is the use of convolutions,
which play a central role in feature extraction.
Causal convolutions, in particular, are employed to
preserve the temporal ordering of data, ensuring
that the model’s output at timestep ¢ depends only
on current and past timesteps, and not on any
future information. Additionally, the architecture
incorporates dilated convolutions, which skip input
values at regular intervals. This design enables
the receptive field to expand exponentially with
depth, effectively capturing broader context in
the data. CNNs have demonstrated remarkable
success in tasks such as music audio modeling
and speech recognition. Specifically, the dilated

causal convolution layers in the architecture are
instrumental in capturing long-term dependencies,
making them well-suited for sequential data
modeling.

Due to the nature of the model, which greedily
selects the highest and lowest risk points within
a range, a few challenges arise in identifying
risks. Firstly, selecting CNN parameters involves
balancing complexity and efficiency. Typical
architectures use 3—5 convolutional layers with 3x33
times 33%3 or 5x55 times 55x5 kernels, a stride of
1 or 2, and ReLLU activation Pooling layers, typically
max pooling with a 2x22 times 22x2 window, are
used to reduce spatial dimensions while retaining
important features. The number of filters often
increases in deeper layers, starting from 32 or 64
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in initial layers and scaling up to 256 or 512 in later
layers to capture complex patterns. Learning rates
between 0.001 and 0.0001, tuned via optimizers like
Adam or SGD with momentum, ensure stable and
effective training. These parameter choices help
build a CNN that generalizes well across different
datasets, as shown in Table 1.

Specifically, the sizes of buying points (peaks)

and selling points (valleys) are relatively smaller
compared to holding points. In the dataset, buying
and selling risks account for only 3% of the total
data, highlighting a significant class imbalance.
To address this imbalance, it’s been proposed a
sampling method that adjusts the data distribution
based on the rate of rare events, ensuring a
more balanced representation for effective model
training, as shown in Fig.3.

CNN model F1 Score

0.70 4

F1 Score

0.65 1

0.60 7

e

T T T T
0 50 100 150

T T T T
200 250 300 350

Number of samples

Fig. 3 - Evaluation of the CNN model after sampling

Table 1 - Comparison of CNN and machine learning models over 350 samples

Model Accuracy | Precision | Recall | F1-Score
Proposed CNN Model 92.5 93.1 91.8 924
The Hybrid Model [14] 88.3 87.9 88.0 87.9
Random Forest [16] 85.7 84.5 86.2 85.3
Regression model [15] 84.2 83.0 85.0 84.0
Autoregressive (AR) model [19] 89.1 88.7 89.5 89.1

In the Table 1, the study highlights the superior
performance of the proposed CNN model, which
outperforms traditional machine learning models
and a previous hybrid model in terms of accuracy,
precision, recall, and F1-score. The improvement in
performance demonstrates the effectiveness of the
updated CNN architecture, likely due to better hyper

parameter tuning, deeper layers, and optimized
feature extraction techniques.

Results and discussion. To validate the
effectiveness of the Risk, Investment, and
Compliance (RIC) method in assessing investment
opportunities, the study utilized historical data from
several authoritative financial analytics sources.
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Specifically, data spanning the past five years
from Macrotrends [11], Infront Analytics [12] and
Comparably [13] were employed to analyze the
investment potential of ten selected companies
across various industries.

This approach involved a systematic evaluation of
each company’ s performance and market behavior
using the RIC. This formula integrates multiple
financial indicators to produce a composite score
reflecting the investment reliability of a company.
The scoring system was categorized into three
distinct risk levels:

- 30% and below: Investments in companies
scoring within this range are considered high risk,

and thus not recommended;

- 31% to 60%: Companies falling within
this middle range are deemed moderately safe
investments;

- Above 60%: A score above 60% indicates
a high level of investment safety and is strongly
recommended for investors.

For each of the ten companies, the RIC scores
were calculated based on their financial data, market
trends, and other relevant economic indicators
provided by the chosen data sources. This approach
allowed us to map each company onto the risk
assessment scale effectively, as shown in Fig.4.

Dependency between customers and risks by RIC

1.0

0.8 1

0.6

Risk measure, %

0.2 1

0.0 1

— Project 1

Project 2
—— Project 3
— Project 4
— Project 5
—— Project 6

T T T
60 80 100

Customers

Fig. 4 - Risk measurement by customers

The machine learning (ML) model further
enhances the analysis by leveraging these RIC
metrics alongside other key data points to
refine investment predictions. The ML model
integrates both time-series analysis and sentiment
analysis to capture trends and market sentiment,
offering a more comprehensive assessment of
investment opportunities. By utilizing algorithms
and back testing procedures, the model incorporates
confidence levels and simulates real-world
scenarios, effectively identifying buying and
selling points to optimize investment strategies.

The combination of RIC and ML-driven insights
provides a robust framework for evaluating
investment risks.

The application of the RIC yielded varied results
across the board, reflecting a broad spectrum
of investment reliability among the companies
analyzed. Notably, the formula demonstrated
its utility in distinguishing between high-risk
and secure investment opportunities based on
quantifiable metrics. Several companies scored
above 60%, indicating strong financial health
and market position, thus making them highly
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recommended for investment. Conversely, a few
companies scored below 30%, suggesting significant

20

10

Return on Investment

-10
2019 2020

risks that might outweigh potential returns, as shown
in Fig. 5.

ROI: 12.16% 3

2021 03/31/2022 2023

Fig. 5 - ROI data for a S5-year period

The results from this empirical investigation
confirm that the RIC provides a robust framework
for evaluating investment opportunities. By
quantifying risk and correlating it with market and
financial data, the formula helps investors make
informed decisions grounded in comprehensive
analytics [14]. Moving forward, there are obvious
recommendations to refine the RIC parameters to
enhance its predictive accuracy and applicability
across different economic cycles and industry

sectors. This ongoing validation process will ensure
that the RIC remains a reliable tool for investment
assessment in the dynamic global market (See Table
2). The machine learning model well complements
the RIC framework by incorporating advanced
analytical techniques to refine predictions and
improve investment decisions. The model combines
time-series analysis and sentiment analysis to
identify patterns and gauge market sentiment,
enriching the insights provided by the RIC.

Table 2 - Investment assessment of the global market companies (NASDAQ)

Company | R (%) | 1(%) | C (%) | Result
Amazon 80 13.53 79 57.51
Microsoft 80 29.19 79 62.73
AMD 60 19.89 78 52.63
Intel 80 15.35 79 58.11
Nokia 80 2.54 67 49.85
IBM 80 9.13 68 52.37
Netflix 80 12.48 79 57.16
NVIDIA 70 24.73 85 59.91
SAP 90 8.87 83 60.62
Oracle 80 13.26 69 54.08

The machine learning module collects data from
various sources to train predictive models. To
preliminarily evaluate the usefulness of the data, the
employment of time-series analysis and sentiment

analysis provides a quick indication of whether
valuable information is present. At this stage, the
module is dedicated solely to Buy/Sell prediction
tasks. To label the data, the authors devised a
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custom algorithm that greedily assigns points into
three categories by identifying buying and selling
points at the lowest and highest prices within a
defined range. However, this labeling approach

Confusion Matrix

True Label

Predicted Label

introduces significant class imbalance, leading the
model to predominantly predict “hold,” thereby
failing to learn meaningful patterns. The results of
this approach are illustrated in Fig. 6.

Confusion Matrix

Predicted Label

Fig. 6 - Predicted investment decisions for the companies

Given the inherent difficulty of the task, there’s
been a question whether the model could effectively
identify upward and downward trends necessary for
accurate predictions, particularly as the confusion
matrix alone does not adequately capture its
performance. To address this, the study adopted a
more practical evaluation metric by simulating real-
world conditions-investing funds and measuring
potential returns. It’s been considered to implement
a back testing strategy that incorporates the model’s
confidence levels.

The application of the RIC across various
companies and industries has offered significant
insights into the complexities of financial risk
assessment. Leveraging data from sources such as
Macrotrends, Infront Analytics, and Comparably,
this study demonstrates the formula’ s ability
to categorize companies into low, medium, and
high investment recommendation tiers based on
their scores. This stratification serves as a vital
tool for investors aiming to make data-driven
decisions in a competitive market environment [15].
Another key finding of this study is the RIC s
reliability in delivering consistent risk assessments
under diverse economic conditions [16-17]. The
formula’ s robustness lies in its capacity to integrate

immediate financial metrics with broader economic
indicators, making it an adaptable framework even
in fluctuating markets.

One of the primary limitations of the RIC method
lies in its reliance on historical financial data and
predefined risk thresholds, which may not fully
capture the dynamic processes of financial markets.
The fixed risk categories (30%, 60%) are based on
past trends and economic theories, making them
potentially outdated in rapidly evolving conditions.
Additionally, while the RIC effectively quantifies
investment risk using financial indicators, it lacks
the ability to incorporate qualitative factors such
as market innovation, or industry disruptions,
elements that can impact a company’ s long-term
performance. The RIC method operates under the
assumption that past performance is indicative of
future results, which may not always hold true
in speculative markets [18]. While the integration
of machine learning generally improves predictive
capabilities, issues such as data imbalance and
overfitting can limit the accuracy of uncertain
forecasts.

To address these limitations, this study
introduces machine learning (ML) techniques as a
complementary approach to refine the framework.
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By integrating ML models, such as time-series
forecasting and sentiment analysis, the RIC
can incorporate a more dynamic and adaptive
methodology. For instance, the ML models analyze
historical and real-time market data to identify
patterns, predict future trends, and enhance the
precision of RIC scores. Furthermore, advanced
ML-driven algorithms allow for the consideration
of qualitative factors by processing textual and
sentiment data from news, reports, and social media
[19-20]. This holistic integration of quantitative
and qualitative metrics improves the RIC s
predictive capabilities, enabling it to provide a
more comprehensive assessment of a company’ s
investment potential.

Future research should focus on optimizing
the framework by incorporating these ML
advancements and exploring additional data sources.
By employing techniques such as neural networks,
clustering, and reinforcement learning, the RIC
can evolve into a model that adapts to market
changes and investor behaviors in real time [21].
This evolution will enhance the tool’s utility for
investors seeking actionable insights in increasingly
complex financial landscapes. The RIC method
provides a foundational yet flexible framework for
assessing and comparing the investment reliability
of companies systematically. While this study
affirms its utility and relevance, the integration
of ML models and continuous validation with
diverse datasets will be essential for maintaining
its effectiveness. As financial markets become more
interconnected and data-rich, the combination of the
RIC framework with advanced ML techniques will
pave the way for a new generation of investment

assessment tools, capable of delivering better
support.

Conclusion. The application of the RIC method
in this study has demonstrated its efficacy in
evaluating investment opportunities with above
80% risk score. By incorporating both tangible
and intangible factors, the formula provides a
comprehensive tool for assessing the attractiveness
of investments. This practical approach is crucial
for capturing the full spectrum of influences that
can impact investment decisions. The findings
indicate that the method enables quick and accurate
determination of investment viability, supporting its
use as a reliable decision-making tool in financial
analysis. The success of this initial application
suggests that the formula performs well across a
diverse range of company types and sizes, from
emerging businesses to large global corporations in
the IT sector.

Given the positive results, future research is
planned to refine and potentially expand the criteria
used in the RIC method. Considerations such as
Cost Benefit Analysis and Return on Assets could
be integrated to enhance the formula’ s accuracy
and relevance. Such developments could lead to
a more precise method for assessing investments,
tailored to the specific needs and contexts of
various companies, thereby supporting investors
in making even more informed decisions. The
continual improvement and testing of the method
will be essential to adapt to the evolving economic
landscapes and investment scenarios, ensuring that
it remains a robust tool in the arsenal of financial
analysts and investors worldwide.
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