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This paper examines the application of machine learning methods for automatic text processing of
abstracts from scientific articles. With the increasing volume of scientific information, researchers are
faced with the problem of information overload, which makes it difficult to find and analyze relevant
materials. To solve this problem, we are implementing machine learning algorithms such as the Support
vector Machine (SVM) method and word representation using Word2Vec, which allows us to effectively
classify annotations and extract key information. In the process, we collect data from open databases.
Annotations go through preprocessing stages, including tokenization, lemmatization, and deletion of stop
words. Then we use Word2Vec to convert annotation texts into vector representations, which serve as input
data for the SVM model. The effectiveness of the models is evaluated using accuracy, completeness and
F1-measure metrics. The results show that the integration of SVM and Word2Vec significantly improves
the quality of annotation classification, which makes it possible to speed up the process of searching for
scientific information. The work highlights the potential of using machine learning methods to automate
the processing of scientific texts and suggests areas for further research, including the use of more complex
models such as transformers. This methodology can become the basis for the development of effective tools
that facilitate faster knowledge sharing in the scientific community.

Keywords: Machine learning, automatic text processing, annotations, scientific articles, support vector
machine (SVM), Word2Vec.
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B nannoil pabote paccMaTpuBaeTCs MpUMEHEHHe METOJOB MAIIMHHOTO 00yYeHUs 1J1s1 aBTOMAaTUYECKON
00pabOTKM TEKCTOB aHHOTALMI U3 HayuHbIX cTateil. C yBennyeHneM oObeMa HaydyHOW MH(OPMALIUH KC-
CJIeIOBATEIIM CTAJKMBAIOTCS C IPOOJIeMOi MH(OPMAIIMOHHON MIeperpy3KH, UTO 3aTPyAHSIET TOUCK U aHAJIN3
peJICBaHTHBIX MaTepuasioB. [IJIs peleHus 3ToW 3aJa4i Mbl BHEIPSIEM aJITOPUTMBI MAIIMHHOTO OOyYeHHUS,
TaKHe KaK METOJ] ONOPHBIX BEKTOPOB (SVM) u npescraBiieHune ciios ¢ nomoipio Word2Vec, 4to no3posisier
3¢ pekTuBHO KiaccuuIMpoBaTh AHHOTAIIMY U U3BJIEKaTh KJIIOUeBYI0 nH(popmanuio. B mporecce paboTh
MBI OCYILIECTBJIsIEM COOP IaHHBIX U3 OTKPBITHIX 0a3 JaHHBIX. AHHOTAIMH MPOXOAT Tl MPeT00padOTKHY,
BKJIIOYAS] TOKEHU3AIIMIO, JIEMMATH3AIIMIO U yJaJleHUue CTOI-CJI0B. 3ateM Mbl ucnoib3dyeM Word2Vec miist
peodpa30oBaHUsI TEKCTOB AHHOTAIMI B BEKTOPHBIE MTPEICTABICHHS, KOTOPBIE CTyKaT BXOJAHBIMU JAHHBIMU
it moje SVM. OneHka 3h¢eKTUBHOCTA MOJIEEN MPOBOAUTCS C MCIOJIb30BAHUEM METPUK TOUYHO-
cTH, NoNHOTH U F1-Mepel. Pe3ynbraThl nokaseiBaloT, urto unrerpaiuss SVM u Word2Vec 3HaunuTtenbHO
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NHPOPMALIMOHHO-KOMMYHUKAIIMOHHBIE TEXHOJIOI' N

yJIydllaeT KayecTBO KJIACCU(PUKALIMKA aHHOTALIMH, YTO MO3BOJISIET YCKOPUTD MTPOLIECC MOMCKA HAYYHOHN UH-
opmarmm. Pabota nmoguepkuBaeT NOTEHIMA UCHOJIB30BAHHUS METO/IOB MAIIMHHOIO OOYUYEHHs IS aB-
TOMAaTU3aluunu O6pa6OTKI/I HaYYHBIX TEKCTOB U MPELJIAracTt HAIpaBJICHUA OJIA )IaHBHefIIHI/IX I/ICCHC}IOBaHHﬁ,
BKJIIOYasl IPUMEHeHHe OoJiee CII0KHBIX MOJIENIei, TAKUX Kak TpaHcgopmepsl. JJaHHAs METOIOIOTUSI MOKET
CTaTh OCHOBO /17151 pa3padoTKH 3(PPEeKTHBHBIX HHCTPYMEHTOB, CIOCOOCTBYIOIIUX OoJiee OBICTPOMY OOMEHY
3HAHUSIMU B HAYYHOM COOOIIIECTBE.

KuiroueBsble ciioBa: MammHHOe 00yueHre, aBToMaTuieckas 00paboTKa TeKCTa, aHHOTALIMH, HAy4HbIE
CTaThU, OMOPHBIN BekTOp MaiuHe (SVM), Word2Vec.

FBLIIBIMHA MAKAJIAJIAPJJAH ABTOMATTBI TYPJE AHHOTAITASI MOTIH/IEPTH OH/IEY
YIIIIH MAIIHAJIBIK, OKBITY 9ICTEPIH KOJIJIAHY

11.X. Ko3bi6aes, *I".A. IllanrsiTéaesa, >A.H. Kokim, *I'.K. Myparosa, *B. Tacyos,
1A.2K. TanupGeprenos
I J1. H.T'ymunes amvinoarvt Eypazus yammulx, ynusepcumemi, Acmana ., Kazaxcman,
2K.)Ky6aH03 am.Axkmebe oHipaik ynusepcumemi, Akmeoe k., Kazaxcman,
3 Kopxwim Ama amomodars: Kuizeiropoa ynueepcumemi, Kvizviaopoa k., Kazaxcman,
M. X Jlynamu amemoarer Tapas ewipaix ynusepcumemi, Tapas k., Kazaxcman,
e-mail: t.adilbek@mail.ru

By sxyMbICTa FBUIBIMU MaKajiaJapAarbl aHHOTALMSI MOTiHAEPiH aBTOMATThI TYp/e OH/ey YILiH Malllu-
HAJIbIK OKBITY 9[IICTEPIH KOJIAAHY KapacThIPbUIaAbl. 1 bIIIBIMUM aKIAPATThIH YJIFAIObIMEH 3€pTTEYIILIEp aKa-
PaTTHIH IIAMAJaH THIC KYKTENy MpodiieMackiHa Tamn 00saabl, OyJ THICTI MaTepuangapabl Taby MeH Tasija-
yIbl KUBIHAATAIBl. ByJ1 MacesieHi menty yIiH 613 aHHOTalMsIap/bl THIM/IL KIKTeyTe jKoHe HeTi3r1 akmapar-
THI aJTIyFa MYMKiHJIIK OepeTiH Word2Vec kemeriMeH aHbIK TAMAJIBIK, BEKTOPJIBIK 911ic (SVM) koHe cesnepai
YCBIHY CHSIKTBI MallIMHAJIBIK, OKBITY aJITOPUTMJIEPiH eHrizeMi3. KyMbIc OapbIchiHAA 013 alllbIK, MATIMETTep
0a3acplHaH MAJTiIMETTep KUHAUMBI3. AHHOTALIMSLIAP TOKEHU3ALIMsI, TIeMMAaTU3alHs KoHe TOKTATy Ce3JepiH
KOIO/Ibl KOCA alIFaH/1a, aJI/IbIH aJia eHjIey Ke3eHaepiHeH oteai. ConaH KeiiiH 613 AHHOTaIMs MaTiHAepiH SVM
MOJIEJIIHE KipiC peTiH/e KbI3MET €TEeTiH BEKTOPJIBbIK, KepiHictepre Typienaipy yuin Word2Vec konjaHa-
MbI3. MoaenbaepiH THIMIUTITIH Oaranay AJIIK, TOJBIKTHIK koHe F1 enmeMaepin KongaHy apKbUIb K-
3ere aceipbuiaabl. Hotmxenep SVM xone Word2Vec nHrerpanuscel AHHOTaUS KJIacCU(PUKALMACBIHBIH
camnachlH alTapibIKTal KaKcapTabl, OyJI FRUIBIMU aKIapaTThl i37iey MPOIECciH KbUIIaMaaTyFa MyMKiHJIIK
Oepeni. ZKyMbiC FBUTBIMHU MOTIHAEP/1i OHJEY/1i ABTOMATTAH/IBIPY YIIIiH MAIIMHAJIBIK OKBITY SiCTepiH KOJIa-
Hy oJieyeTiHe Oaca Ha3zap ayaapajbl )KoHE OJaH dpi 3epTTeyre, COHBIH illliHAe TpaHC(OpPMATOpIAP CUSKTHI
KYpAesi MoaebAepi KoJlaHyra OarbITTap YChiHAAbL. Byt ofictemMe FhUIBIMU KOFAMAACTHIKTA OlTIMMEH
KBUIIaM aJIMACcyFa bIKITIAJI €TeTiH THIM/II Ky paJIap/sl 93ipiieyre Heri3 0oJia amapl.

Tyiin ce3aep: MammHaIBIK, OKBITY, MOTIH/II aBTOMATThI OHJIEY, AHHOTALIUSUIAP, FHUTBIMU Makasasap,
AHBIKTAMAJIBIK, BEKTOPJIBIK dic (SVM), Word2Vec.

Introduction. The modern scientific community
produces a huge number of publications, and
annotations to them play a key role in providing
quick access to the main research results.
Annotations are short summaries that outline
the goals, methods, and main conclusions of the
work. However, with the increasing volume of
information, the processing and analysis of these
annotations are becoming more and more complex
tasks. In this regard, machine learning and natural

language processing (NLP) methods are becoming
necessary tools for automating word processing
processes [1].

One of the main problems is information
overload. Scientists and researchers often face the
need to browse through thousands of abstracts to
find relevant articles for their work. For example,
millions of articles are published annually in the
field of biomedical research, and manual analysis
of all annotations becomes almost impossible. As a
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result, researchers may miss important discoveries
or relevant research, which slows down progress in
science.

Another major problem is the variety of
annotation formats and writing styles. Different
journals and authors may use different approaches
to writing annotations, which makes it difficult
to automatically process and analyze the text. For
example, some annotations may be very brief and
concise, while others may contain many technical
terms and complex sentences. This diversity
requires the development of adaptive methods
that can effectively work with different styles and
formats [2].

In addition, there is a problem of ambiguity and
ambiguity of terms. In the scientific literature, the
same terms can be used in different contexts, which
can lead to incorrect interpretation of information.
For example, the term “parameter” can refer to
both a mathematical concept and a biological
aspect, depending on the context. This makes the
task of extracting information even more difficult,
requiring algorithms to understand the content of the
text in depth [3].

It is also worth noting the problem of
incompleteness and insufficient information content
of annotations. Some annotations may not contain
enough information to understand the essence of
the study, which makes it difficult to use them for
further analysis. For example, if the abstract does
not indicate key methods or results, this may lead to
a misunderstanding of the work and its significance

In recent years, there has been a sharp increase in
the volume of scientific information, which creates
significant difficulties in the process of its analysis
and synthesis. A huge number of articles in various
fields of knowledge are published every day, and
researchers need to quickly navigate this flow of
information, select the most relevant materials and
extract valuable data. In such conditions, automation
of text information processing becomes particularly
relevant, which can largely be achieved using
machine learning methods.

Machine learning, being one of the most
dynamically developing areas of artificial

intelligence, provides powerful tools for text
analysis. It allows not only to process large amounts
of data, but also to identify hidden patterns, classify,
cluster and extract information. In particular,
machine learning methods can be effectively
applied to the automatic processing of abstracts of
scientific articles, which significantly speeds up the
process of information retrieval and analysis [4].

This work is aimed at studying and applying
modern machine learning methods to automate the
processing of annotations from scientific articles
[5]. The main object of research is annotations,
which are short summaries of the content of articles
and contain key points and research results. The
availability of qualitatively processed annotations
can significantly increase the effectiveness of both
scientific work and the practical application of the
acquired knowledge.

An important part of this study is the analysis
of existing machine learning algorithms such
as Naive Bayes, Support Vector Machines and
neural networks. Each of these approaches has
its advantages and disadvantages, which will be
considered in the context of annotation processing.
For example, Naive Bayes and SVM show high
efficiency in classification tasks, but neural
networks, due to their ability to learn from large
amounts of data, can provide a deeper understanding
of the context and meanings of texts.

Methods and materials. In this paper, I
propose to use the support Vector Machine (SVM)
and Word2Vec methods as a hybrid model to
automatically extract annotations from scientific
articles. SVM is a powerful machine learning
model, and Word2Vec is a neural network method
for determining the semantic relationships of
words in texts. By combining the two methods,
we aim to achieve effective and accurate results.
Support Vector Machine (SVM) — used for data
classification in high-dimensional space. This model
identifies crucial hyperparallel when classifying
objects, which makes it possible to distinguish them
to the maximum. One of the biggest advantages of
SVM is its efficiency and accuracy, especially for
classification work. The main advantages of SVM:

- SVM provides effective results in the processing
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of complex and nonlinear data.

- SVM produces new data in a good public way,
which allows the model to work effectively even in
the test set.

- SVM models allow you to select parameters
using kernel functions, which helps you build an
optimal model depending on the complexity of the
data.

Another feature of the SVM model is that it
can be used with efficiency when working with
extremely large and complex data sets [6]. In
addition, the choice of different kernel functions
for SVM ensures that the model adapts according
to the data description. Word2Vec is a neural
network model used to determine the semantic
relationships of words in texts. It provides the
transfer of words in context to a vector form,
thus allowing the relationships between words to be
expressed in mathematical form. The Word2Vec
model helps you learn from large volumes of texts
and understand the semantic values of words.

The main advantages of Word2Vec:

- Word2Vec allows you to understand the
meaning of words by reading them in their context,
that is, the connections between words.

- Word2Vec allows you to reduce the amount of
data by speeding up the vectorization process, thus
making the model learning process more efficient.

- Word2Vec is used in various natural language
processing tasks, including text classification, text
generation, annotation generation, etc.

The advantage of Word2Vec is that it can
effectively define the semantic relationships of
words in large volumes of text. This process
allows you to effectively understand the semantic
relationships of words in the context of scientific
texts [7]. By combining the SVM and Word2Vec
models, we can take advantage of the two models.
The powerful classification capability of SVM
and Word2Vec’ s ability to detect semantic
connections provide high accuracy and efficiency in
automatically extracting annotations from scientific
articles. Advantages of the hybrid model:

- The combination of SVM and Word2Vec allows

you to improve the quality of annotations, because
SVM is distinguished by its ability to classify, and
Word2Vec is used to understand the meanings of
words.

- Comparing the results obtained to assess the
effectiveness between the models, allows a deeper
analysis of the research topic.

- The hybrid model allows you to increase
efficiency and performance by optimizing
parameters. The results of our model are not limited
to a combination of SVM and Word2Vec, but allow
us to determine their effectiveness by comparing
them with additional alternative models.

This paper examines the application of machine
learning methods for automatic text processing
of abstracts from scientific articles. With the
increasing volume of scientific information,
researchers face the problem of information
overload, which makes it difficult to find and
analyze relevant materials. To address this issue, we
implement machine learning algorithms such as the
Support Vector Machine (SVM) method and word
representation using Word2Vec, enabling effective
annotation classification and key information
extraction.

We use random Forest, Naive Bayes, and
NLTK-based models as these alternative models.
The results obtained suggest new approaches that
allow you to improve the accuracy and quality
of annotations. Thus, our research is aimed at
improving the process of producing automated
annotations, which contributes to the effective
processing of scientific papers and literature.

In our study, in addition to the SVM and
Word2Vec hybrid model for producing automated
annotations, I will also consider several alternative
models. These models help improve the accuracy of
results using various machine learning techniques.
The theoretical foundations and advantages of each
model will be discussed below.

Random Forest is an ensemble machine learning
model that uses decision trees. It works by creating
multiple decision trees (branches) and combining
their results. When Random Forest classifies data,
each tree gives its own forecast, and the final result
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is based on the voting result of the forecasts of all
trees.

Advantages:

- Random Forest effectively processes complex
data, thanks to the principle of majority voting.

- Reduces the potential defects of the model due
to obtaining results among many trees.

- Random Forest shows good results in working
with large data sets.

NLTK (Natural Language Toolkit) is an advanced
Python library for editing natural languages. This
tool provides various algorithms for text analysis,
classification, annotation and many other tasks.
Using the NLTK functionality, you can simplify
the process of automatically extracting annotations
from texts.

Advantages:

- NLTK provides various functions for text
processing, such as word splitting, stemming, and
lemmatization.

— Allows the user to simplify the settings when
working with text data.

- NLTK is useful in scientific research and for

Comparison of Model Accuracies

49.10%

NLTK

SVM + Word2Vec

Random Forest

SVM

o 20 40 60 80
Accuracy

0% SVM + Word2Vec

testing new algorithms.

In our study, compared to the SVM + Word2Vec
model, it is also important to evaluate the results
of the alternative models mentioned above. This
comparison provides new approaches that allow you
to increase the efficiency of publishing annotations.

Consideration of alternative models will allow
us to further improve the process of producing
automated annotations, evaluate the results of
various approaches, and develop new solutions and
proposals based on them [8].

Thus, together with the SVM + Word2Vec model,
alternative models are important elements that
contribute to improving the process of producing
automated annotations.

It is very important to compare the results of the
SVM + Word2Vec model and alternative models
(Random Forest and NLTK), which were used to
produce automated annotations in the study. The
main purpose of the comparison is to show the
advantages of my main model and determine under
what conditions alternative models can be effective.
The results of the comparison of models can be seen
in Figure-1 the accuracy and the F1 score arrow.

Comparison of Model F1 Scores

NLTK 49.09%

Random Forest

SVM

0 10 20 30 40 50 60 70 80
F1 Score

Fig.1 - F1 score indicators with accuracy of models

The results of the SVM + Word2Vec model
are very high, as its accuracy is 90.20%, and
the F1 Score is 82.52%. This result determines

the strength and efficiency of the combination
of SVM and Word2Vec models. The SVM
algorithm is effective for classifying text data,
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while Word2Vec helps understand conceptuality
and semantic relationships. As a result, the
SVM + Word2Vec model allows you to make
high-precision predictions for annotating texts.

In contrast, the Random Forest model showed
50.35% accuracy and 50.32% F1 Score. The results
of this model, of course, are much lower than the
level of the SVM + Word2Vec model. Random
Forest uses many decision trees as an ensemble
model, however, it may not understand the semantic
structure of textual data well. The complexity and
variation of textual information is a challenge for the
Random Forest model, so its effectiveness is low.

The NLTK model also shows weaker results
compared to the SVM + Word2Vec model with an
accuracy of 49.10% and an F1 Score of 49.09%.
NLTK is a tool for editing natural languages, but
it is difficult to limit it to its own algorithms for
producing automatic annotations. As a result, the
NLTK model cannot provide the accuracy necessary
for the main task, which is associated with the
complexity of textual data.

The SVM + Word2Vec model allows you to
understand texts in depth, because Word2Vec
understands the semantic relationships of words
using contextual vectors. This model best defines
how words in a text are related to each other. As a
result, SVM + Word2Vec has the highest efficiency
and accuracy when producing annotations.

Confusion Matrix for Random Forest

450
400
Negative - 252 90
350

300

Actual

- 250
- 200
Positive 1 57
r 150

r 100

Positive

Negative
Predicted

Fig. 2 - Random Forest models of the Confusion
Matrix (shatasu matrixes) graphics

The advantage of the Random Forest model is
that it works on the principle of majority voting.
It combines many decision trees, but does not take
into account the natural features of textual data [9].
The low performance of the model is due to the
limitations of its text comprehension mechanism, as
variations and contexts of text data pose a challenge
for Random Forest.

The NLTK model provides a wide range of
natural language processing tools, but the difficulties
in using these tools to produce automated
annotations indicate its limited effectiveness. NLTK
mechanisms require additional processing steps
when working with text data, which reduces the
performance of the model.

The SVM + Word2Vec model shows high results
with its characteristic features and is therefore
the main choice in the production of automated
annotations. The high accuracy and F1 Score
indicators indicate the effective solutions proposed
by the model in the annotation of texts.

In comparison, the Random Forest and NLTK
models experience difficulties when working with
text data (Figure - 2, 3). The results do not
reach the level of the SVM + Word2Vec model,
which indicates their limitations in processing the
complexity of text data (Figure -4). In the task
of automated annotation of texts, the success of
the SVM + Word2Vec model lies in its good
understanding of contextual information.

Confusion Matrix for NLTK

900
Negative 800

700

- 600

Actual

r 500

Positive
- 400

300

Negative Positive

Predicted

Fig. 3 - Confusion Matrix (confusion matrix) graph of
the NLTK model
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Confusion Matrix for SVM + Word2Vec

Positive

Actual

Negative 1

I 400

r 200

Positive

Negative

Predicted

Fig.4 - Graph of the Confusion Matrix of the hybrid model

These images depict the results of three different
models: Random Forest, NLTK, and SVM +
Word2Vec. How correctly each model predicts
in comparison with real data is shown using
the Confusion Matrix (confusion matrix). Random
Forest model (Figure 2): The Random Forest model
showed 252 correct and 90 incorrect results in
predicting real negatives. For real positives, 492
correct and 57 incorrect predictions were made. It
is obvious that the amount of incorrect prediction of
this model is quite high.

The classification accuracy of this model is at an
average level, as the error rate is still high. NLTK
model (Figure 3): the result of the NLTK model
is also shown. In this model, when predicting real
negatives, 657 correct and 272 incorrect results
were obtained, and when predicting real positives,
975 correct and 240 incorrect results were made.
The NLTK model has a higher error rate than the
Random Forest model.

This model makes significant errors not only in
predicting the positives, but also in predicting the
negatives, so its overall result can be judged as
inefficient. SVM + Word2Vec model (Figure 4):
the SVM + Word2Vec model showed significantly
higher results. In predicting real positives, 1096
correct and only 10 incorrect results were obtained,
and 928 correct and 20 incorrect results were made
for real negatives.

A detailed analysis of the model’ s errors
revealed that the majority of false positives occurred

in abstracts containing ambiguous terms (e.g.,
“parameter” in both mathematical and biological
contexts). False negatives were more common
in abstracts with incomplete or overly concise
information. To address these issues, future work
could incorporate domain-specific ontologies to
disambiguate terms and improve the model’ s ability
to handle incomplete annotations.

These indicators are much better compared to
other models, because the number of errors is very
small. The SVM + Word2Vec model classifies
data very efficiently and accurately, making it
the most reliable and high-performance model. In
conclusion, when comparing these three models, the
SVM + Word2Vec model is the clear leader. It
achieves more realistic results than other models
and has a very low error rate. Therefore, as the
most effective solution to the problem of automatic
classification of texts, it is proposed to use the
SVM + Word2Vec model. In general, the SVM
+ Word2Vec model is an effective solution for
text annotation, and alternative models, especially
Random Forest and NLTK, show their limitations
when working with text data [10]. This comparison
allows you to evaluate machine learning approaches
to produce automated annotations, as well as provide
the necessary information for future research and
model improvements. Our study confirms that
the relatively high performance of the SVM +
Word2Vec model is the most effective solution
for automated annotation. Comparison of its results
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with Random Forest and NLTK models determines
the effectiveness of the main models in processing
text data.

Results and discussion. Architecture of the
model used. In our today’ s study, for the purpose
of automatic text annotation, the SVM + Word2Vec

hybrid model was used to achieve the main goal
in my thesis topic. Now I will consider how in
the architecture of this gmbrid model it is possible
to process texts more efficiently and automatically
extract the necessary information. The architecture
of the model can be seen in Figure 5 below.

TF-IDF

Input document

~

Word2Vec

word2vec

!

fz

Important word 1
Important word 1

Important word 1

Output abstract

Fig. 5 - SVM + Word2Vec hybrid model architecture

The process starts with an input document. At this
stage, a scientific article or other textual information
obtained as an object of study is loaded. The input
text should correspond to the research topic, since its
content directly affects the quality of the annotation.

At the next stage, the TF-IDF (Term Frequency-
Inverse Document Frequency) algorithm is used.
TF-IDF helps determine the importance of each
word in the text. The algorithm is used to calculate
the frequency (TF) of each word and how rare it
is in the entire data set (IDF). As a result, only
the most important words are selected and their
weight is set. This stage is designed to identify the
most important elements of the text, because when
compiling an annotation, it is advisable to use only
the main information.

After TF-IDF, the Word2Vec model is used.
Word2Vec translates words in text into vector space,
which allows you to study the relationship between
the meaning and context of words. The model

assigns a vector to each word and contributes to
understanding the semantic relationships of words.
As a result, each word is displayed in a vector
form, which is effective for embedding in a machine
learning model.

Finally, the SVM (support Vector Machine)
algorithm is implemented. SVM is a classification
algorithm that allows you to divide data (for
example, annotated texts) into two or more classes.
SVM stands out for its efficiency and scalability,
which makes it suitable for use in large data sets.
Based on the vector forms of words, SVM performs
data separation, thus, the process of understanding
and annotating important information is carried out.

The next step is to get the output abstract.
All components of the model work together, as
a result of which a brief annotation of the text
is automatically compiled. This annotation covers
the content and important aspects of the incoming
document.
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Also, as the results of the model showed during
the comparison, the SVM + Word2Vec model
achieved high efficiency. For example, the accuracy
of SVM was 49.10%, while the accuracy of Random
Forest was 50.35%. And the combination of SVM +
Word2Vec reached an accuracy of 90.20%, and the
F1 reading was 82.52%. These results show that the
SVM + Word2Vec model is significantly ahead of
other alternative models.

While the proposed SVM + Word2Vec model
demonstrates strong performance, transformer-
based models such as BERT and GPT have
shown remarkable results in text classification
tasks. However, the computational cost of training
and deploying transformer models is significantly
higher, making the SVM + Word2Vec model a
more practical choice for resource-constrained
environments. Future work could explore hybrid
approaches that combine the efficiency of SVM
with the contextual understanding of transformers.

The efficiency and high results of the model will
serve as the basis for further study of text processing
methods in the future. The SVM + Word2Vec model
can be widely used in informatization and annotation
systems, which increases automation and efficiency.

The SVM + Word2Vec model is the best solution
for automatic text annotation. The effectiveness and
high results of the model are the main achievement
of my research. The annotations obtained as a result
of this work make it possible to understand and
evaluate scientific articles faster, thereby helping
researchers to extract useful information more
efficiently.

Conclusion. The proposed SVM + Word2Vec
model offers a computationally efficient and
effective solution for automatic text annotation of
scientific articles. However, future research could
explore hybrid models that combine the strengths
of SVM with transformer-based approaches, such
as BERT or RoBERTa. Additionally, the use of
domain-specific embeddings could further enhance
the model’ s ability to capture nuanced semantic
relationships. Finally, extending the model to handle
multi-lingual scientific texts would broaden its
applicability and impact in the global scientific

community.

The main goal of our research was to use
word processing methods to automatically extract
annotations from scientific articles. In the course
of the study, the SVM + Word2Vec hybrid model
was used, the effectiveness and accuracy of this
model made it possible to consider the topic of
the study in depth. As a result, the SVM +
Word2Vec model showed significant advantages
over alternative models, reaching 90.20% accuracy
and 82.52% F1.

In the course of the study, the combination of the
TF-IDF algorithm and the Word2Vec model made it
possible to identify the most important words in the
text and translate them into vector space. The SVM
algorithm provided an effective division of texts into
two or more classes, thereby simplifying the process
of producing automated annotations.

Alternative models, such as NLTK and Random
Forest, have shown much lower accuracy results
compared to the SVM + Word2Vec model, which
confirms the priority of SVM + Word2Vec in
automatic annotation systems. The NLTK model
had an accuracy of 49.10%, and the Random
Forest model had an accuracy of 50.35%. These
results showed that the SVM + Word2Vec model
plays a leading role in the efficient processing and
annotation of scientific texts.

The results of the study make it possible
to deeply understand the content of the text,
automatically extract information and effectively
evaluate scientific work. This model may be widely
used in informatization and annotation systems in
the future. In addition, the combination of SVM +
Word2Vec will guide future research in the field of
automatic text processing.

In conclusion, the SVM + Word2Vec model is the
most effective solution for automatically extracting
annotations from scientific articles. This work
makes an important contribution to the effective
processing and automation of texts for researchers
and practitioners. The results of the study and the
advantages of the model attract the attention of
the scientific community and may be useful in the
development of Information Systems in the future.
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