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This article presents the results of an analysis of machine learning algorithms for sentimental data
analysis in the Kazakh language, and as a result of the analysis, effective algorithms are determined. With
the increasing volume of Kazakh-language content on social networks, news and online stores, the need
for tools and methods for processing data in the Kazakh language has also increased in order to obtain
valuable information about people’ s opinions and views. Therefore, the dataset used in the study was
collected from real online stores and news sites. The volume of the collected data set is 1500 records,
80% of which were used for training the algorithms, and 20% for testing. For sentimental data analysis,
machine learning algorithms such as logistic regression, multinomial naive Bayes, support vector machine
(SVM), XGBoost and long short-term memory (LSTM) deep learning are considered. The study tested
algorithms by increasing the dataset from 500 records to 1500 records, and various algorithm methods
such as individual, ensemble, and augmented were implemented and tested. The results obtained during
testing were presented in terms of algorithm accuracy.
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KA3AK TIJIIHJEIT IIKIPJIEPJI CEHTUMEHTAJIJIBI TAJIJIAY YIIITH MATIIMHAJIBIK,
OKBITY IBbIH THUIM/II AJITOPUTM/IEPTH AHBIKTAY
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Y ChIHBLIBIN OTHIPFAH MaKasiala Ka3ak TULl AepeKTeP/li CCHTUMEHTAJ/Ib TAJIAY YIIiH MATUHAJIBIK, OKbI-
Ty QITOPUTMJIEPIHE TalJay KaCaJIbIH/bI, TANIAy HOTHKECIHJE TUIMII aJITOPUTMIEP/l aHBIKTAy KapacTbl-
PBULIBL. DJIEYMETTIK XeJIiiep/ie, KaHAIbIKTap KoHe MHTEPHET JIYKeHIep/Ieri KOIIaHyIIbUIAP/IbIH MiKipiepi
CHSIKTBI Ka3aK, TUTIHJIETi KOHTEHTTIH KeJieMi apTyblHa OalIaHbICTHI, Ka3aK TUIIl JIepeKTep/li OHIey, al1aM-
JapJblH MiKipi MEH Ke3KapacTapbl Typajibl KYH/Ibl aKIIapaTThl a1y KYpajllapbl MEH 9[IICTEPIHE 1€ KAKETTUIIK
aptkaH. COHOBIKTaH, 3epTTeyAe KOJIaHbUIFaH JePEeKTEp KUHAFbl HAKTH UHTEPHET JYKEHJEp MEH kKaHAJIbI-
KTap CAUThIHAH KUHAKTAIBL JKuHaKkTamFaH aepekrepaid kememi 1500 xa36a, onbiH 80% anropurmaepi
KATTBIKTBIPY YIIiH, an 20% TecTiiiey yIIiH naijanaHbuiasl. KUHAKTaIFaH JIepeKTepai CeHTUMEHTAIbI
TaJIJay YIIiH MaldHAIBIK OKBITYAbIH Jloructukanbik perpeccus, Multinomial Naive Bayes, Liner SVM,
XGBoost xoHe TepeHaeTe oKbITyIbiH Long short-term memory (LSTM) kapacteipsuiibl. 3eprTey Oaphbi-
ceiHaa aepektep kuHarbl 500 kaz0aman 1500 xa30ara neifiH apTThIPY apKbUIbl CBIHAK KAcaJbIHIBI, ajl
AITOPUTMAEPIIH Xeke, aHcaMOJIbaiK koHe LSTM anropuTMiHiH TOJNTHIPBUIFAH Ti30EKTep OiCi CHUSKTHI
TYPJIi 9/IiCTepi XKYy3ere achlpbUIbII TecTiieH i. TecTiney OapbIChiHAA aJIbIHFAH HOTHKENIEP AITOPUTMAEPIIH
TRJIIIK KepceTKimTepi OOMBbIHINA YCHIHBLIIBL.

Tyl ce3/1ep: CeHTUMEHTAIIBI Tajlay, MalIMHAJIBIK, OKBITY, TepeHjaeTe okpiTy, NLP, mikipaep, ae-
PEKTep KUHAFbI.
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B naHHOW cTaThe MpeacTaBieHbl pe3ybTaThl aHAIM3a ATOPUTMOB MAIIMHHOTO OOyUYeHUsI ISl CEHTU-
MEHTaJIbHOTO aHAJIM3a JAHHBIX Ha KA3aXCKOM SI3bIKE, U B Pe3yJIbTaTe aHaJIM3a onpeesieHbl 3(pheKTUBHbIE
ITOPUTMBI. B CBsA3M C yBeMueHreM 00beMa Ka3aXxCKOSI3BIYHOTO KOHTEHTA B COLMANILHBIX CETSIX, HOBOCTSX
Y MHTEPHET-Mara3uHax Takke BO3pociia MOTPeOHOCTh B MHCTPYMEHTaX M MeToAaX 0OpaOOTKH JaHHBIX Ha
Ka3aXCKOM SI3bIKE IS TIOJIYYeHHUsl [IeHHOW MH(OpMAaIMK 0 MHEHUSIX U B3DIsaax Jiogen. [Toatomy Habop
JAHHBIX, UCIIOJIb30BAHHBIN B UCCIEIOBAHUU, ObLT COOpaH U3 peaslbHbIX MHTEPHET-Mara3uHOB U HOBOCTHBIX
caiitoB. O6beM codpaHHOro Habopa J1aHHbIX cocTapiseT 1500 3anuceit, 80% 13 KOTOPBIX UCTOJIb30BAHCH
1151 00y4deHUs1 aIrTOpUTMOB, a 20% — a5 TecTUpoBaHus. 17151 CeHTUMEHTAIbHOTO aHaJIM3a JaHHBIX pac-
CMOTpPEHBI AJITOPUTMBI MAIIIMHHOTO OOyYeHM S, TAKHE KaK JIOTUCTUIECKAasl pErpeccHsi, MyJIbTHHOMHATbHBIT
HaWBHBIA OAECOBCKUI METOJl, MeTO OMOpHBIX BeKTopoB (SVM), XGBoost u JyIMHHAST KPaTKOCPOUYHASI
namsth (LSTM) riy6okoro o0ydenus. B xozie viccienoBaHus TECTUPOBATUCH AJITOPUTMBI C YBEJIMUCHUEM
Habopa gaHHbIX ¢ 500 po 1500 3ammceid, a Takxke ObLIM peaJM30BaHbl U MPOTECTUPOBAHBI PA3JIUUHBIC
METO/Ibl, TAKWE KAaK WHAUBUAYAJbHbINA, aHCAMOJIEBBIN 1 pacIIMpeHHbIA. Pe3yIbTaThl, MOJyYeHHBIE B XO/IE
TECTUPOBAHMUS, OBUTU MPEJICTABJICHBI TI0 TIOKA3aTeJIsIM TOUHOCTH aJITOPUTMOB.

KuroueBble c10Ba: CEHTUMEHTATBHBIA aHAIN3, MAallIMHHOE 00y4eHue, Tmydokoe oOydenue, NLP, koMm-
MEeHTapuid, HA0Op JaHHBIX.

Introduction. Sentimental analysis is a subfield
of Natural Language Processing (NLP) that aims to
identify and analyze the moods (feelings) expressed
in a given text. It is a powerful tool that we can
use to understand people’ s opinions, attitudes, and
emotions about a particular topic, brand, product,
or service. Sentimental analysis can be applied to
many different areas, such as market research,
social media monitoring, customer service, and
public opinion analysis [1]. Sentiment analysis is
a powerful tool for companies to gain insight
into customer sentiment and opinions, track their
brand reputation, conduct market research, conduct
competitive analysis, manage risk, make data-driven
decisions, and improve their products, services, and
customer interactions.

The study of the model and methods of analyzing
sentimental data in the Kazakh language is very
important for a number of reasons:

- due to the increase in the amount of
data available on the Internet, many business

organizations can gain valuable information from
large volumes of data, such as understanding
customer preferences, market trends, and
developing effective marketing strategies [2];

- sentimental analysis can be used for research
purposes in areas such as sociology, psychology, and
political science. By analyzing the data mentioned
in social media posts, news, articles or other textual
data, researchers can obtain information about the
views, emotions and beliefs of various groups or
individuals in Kazakh society;

- sentimental data analysis can also be applied
in a variety of fields, including health, finance,
and education. For example, it can be used to
analyze patient feedback and improve health care
services, detect fraudulent financial transactions,
and evaluate the effectiveness of educational
programs.

With the increasing use of digital content in the
Kazakh language, such as social media posts, news
and customer reviews, there is a growing need for
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automated sentiment analysis techniques which can
process large amounts of data and provide valuable
information about people’ s opinions and attitudes.
This work is an experimental contribution to the
analysis of Kazakh language texts and sentimental
research. Different methods and their accuracies are
compared using texts based on opinion data.

The purpose of the presented article is to compare
machine learning and deep learning methods in the
study of sentiment analysis and to provide specific
models and methods that yield good results in
the sentiment analysis of opinions in the Kazakh
language.

In general, we believe that the study of models
and methods of sentimental data analysis in the
Kazakh language is relevant from both a theoretical
and a practical point of view. It is necessary to
better understand and use the huge amount of data
available in Kazakhstan.

Materials and methods. Extensive research has
been conducted on sentiment analysis of data.
This is evidenced by our search on the topic of
sentimental analysis in the sciencedirect (https:
//www.sciencedirect.com/) database of
scientific works, which revealed a total of 77,525
scientific works, including 7171 scientific articles
and textbooks published in 2022 and 8194 in 2023.

The vast majority of research on sentiment data
analysis is devoted to the English language [3, 4],
also there are also many studies on the widely
used Arabic [5], Chinese [6], and Russian [7]
languages. These languages differ from the Kazakh
language in terms of word formation, language
syntax, and morphology. In addition, each natural
language needs its own dataset in machine learning
and deep learning methods. Therefore, in order
to analyze the Kazakh language data, first of all,
a data set should be collected and the analysis
methods should be tested with the collected data.
Several numbers of works [8, 9, 10] have been
published on the sentiment analysis of Kazakh texts.
In [8] considered two ways of implementing transfer
learning at work: null learning and fine-tuning.
Experiments were designed to compare these two
methods and report the results obtained. In the work,
the Bidirectional Encoder Representations (BERT)

model obtained from transformers suggested better
results can be achieved in the Kazakh language
with less resurgence. [9] this work is devoted to
the development and application of an information
system called the OMS system for the analysis
of user comments on news portals, blogs and
social networks in Kazakhstan. The system used
sentimental dictionaries of the Russian and Kazakh
languages and machine learning algorithms to
determine the mood of texts in social networks.
The article focused more on building a system than
on studying methods of sentimental data analysis.
The authors of the article [10] provided for an
immediate analysis of Kazakh and Russian-speaking
opinions. The work describes modern approaches
to solving the problem of analyzing the opinions of
news articles in Kazakh and Russian languages using
neural networks. Thus, studies have shown that it
is possible to achieve good results without knowing
the linguistic characteristics of a particular language.
The accuracy of the methods proposed in this work
is 73%.

Methods of sentimental data analysis can
be divided into several groups: Lexicon-based
techniques, machine learning methods, deep
learning methods, and hybrid methods. The main
methods we consider are machine learning and deep
learning.

Lexicon-based techniques. Lexicon-based
methods use pre-built dictionaries or lexicons
containing words and their corresponding sentiment
scores [11]. For example, the word ”"good” has a
positive meaning, and the word "hate” has a negative
meaning. The sentiment score of the text is then
calculated based on the sum or average of the scores
of its component words. Lexical-based methods are
relatively simple and fast, but may not be suitable
for capturing the specific features and complexities
of natural language. Dictionary-based methods are
a popular approach to sentiment analysis, and one
of the most commonly used lexicons is AFINN
(Affective Norms for English Words). AFINN is
a list of pre-computed sentiment scores for English
words ranging from -5 (negative) to +5 (positive)
[12].

Methods based on machine learning. Machine
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learning-based methods rely on algorithms that learn
to identify sentiment patterns from large datasets of
annotated texts. Algorithms are trained on labeled
datasets, where each text is annotated with a
corresponding sentiment label (positive, negative,
or neutral). Machine learning-based methods are
more flexible and accurate than dictionary-based
methods, but they require more labeled data and
may not generalize well to unseen data. Logistic
regression, Naive Bayes, Decision Tree [10], and
support vector machine (SVM) methods are often
used in sentiment analysis of data [13, 14].

Methods based on deep learning. Deep learning
techniques are one of the best performing methods
in sentiment analysis. They can analyze the complex
structures of texts and describe nuances of mood
and sensitive parts of context. Deep learning-
based methods require more data than machine
learning-based methods, but they can achieve
superior results in sentiment analysis tasks [15].
Among deep learning approaches, circuit models
and recurrent neural networks are best suited for
analyzing textual data. Sequence modeling plays
a key role in sentiment analysis, as it allows for
sentiment analysis in text, word order, and context.
Sentiment analysis aims to identify the underlying
sentiment or emotion expressed in a piece of text,
such as a sentence, review, or social media post.
Using sequense modeling techniques, sentiment
analysis can capture the complex relationships
between words and accurately explain the sentiment
conveyed by text.

Recurrent Neural Network (RNN) is a type of
neural network architecture specially developed
for systematic data processing. This is useful for
sequence processing tasks such as time series
analysis, natural language processing, speech
recognition, and handwriting recognition. Unlike
feedforward neural networks, which process data
in a single pass from input to output, RNNs have a
feedback mechanism which allows them to store
information about previous inputs and use it to
influence the processing of future inputs. This
feedback mechanism allows RNNs to capture
temporal dependencies and patterns present in serial
data [16].

Results and discussion. Sentimental analysis
is carried out by processing the data in several
stages. These are: collecting current opinions,
pre-processing and preparing data sets, analyzing
(reviewing) processed data sets, extracting labels
from processed data, analyzing and obtaining results
using machine and deep learning methods, and
evaluating results.

Gathering relevant data. Creating a data set
consisting of different opinions is the main and
initial step in the research of sentiment analysis
model and methods. One way to build an opinion
database is to collect opinions from various online
sources, such as e-commerce websites, social media
platforms, and other websites. To ensure the
quality of the data set, the text must be accurate
and consistent. Reviews used in this work were
collected from e-commerce websites, including
Kaspi magazin, nur.kz and 2GIS. All non-Kazakh
comments were removed from the dataset to ensure
comments were in the Kazakh language. Once the
comments are collected, they should be classified
into positive and negative sentiment (sentiment)
based on the general opinion expressed in the text.
In our case, a total of 1500 comments in the
dataset were manually marked as positive, negative
or neutral. The final data set was divided into two
parts: the training set and the test set. The training set
consists of 1200 comments, and the test set consists
of 300 comments. The training set was used to train
the sentiment analysis model, and the test set was
used to evaluate the accuracy of the model.

Data set preprocessing and preparation. Text
preprocessing and preparation involves cleaning,
transforming, and organizing textual data to
facilitate analysis. The main purpose of text
preprocessing is to convert raw text into a format
suitable for analysis by removing unnecessary
information, converting text to common case,
and reducing data sizes. Libraries such as NLTK
(Natural Language Toolkit), spaCy and Scikit-learn
are proposed for processing the collected data. In
our work, using the NLTK library, tokenization,
erasure of stop words, transformations were carried
out.

After removing duplicate data, correcting
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misspelled words, and performing the transformation analyses were conducted to clearly see the positive
mentioned above, we can have a visual overview of and negative words that are often used. Figures 1, 2,
the dataset. Different types of visualization were 3 show overviews of the preprocessed data. Figure
used to review the sentiment data beforehand. By 1 shows a cloud of positive comments, while Figure
visualizing sentiment data, quantitative and visual 2 shows a cloud of negative comments.

Word cloud for positive reviews
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Figure 1 - Word cloud of positive comments

Word cloud for negatwe reviews
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Figure 2 - Word cloud of negative comments

Figure 3 shows the bigram analysis of the
comments. From this analysis, we can see exactly
which phrases generate positive and negative
feedback. In our case, “excellent”, "best”, "bought”,
“liked” and so on. bigrams were most often used in

positive comments, while bigrams such as ”do not
recommend”, doesn’ t work”, "worst” were most
often used in describing negative comments.

Feature extraction from the processed data.
Feature extraction is an important step involving
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the conversion of text data into vectors that can was used to extract features. The TF-IDF vectorizer
be understood by machine learning algorithms. The is the most commonly used method for converting
following methods are used to extract symbols from texts to digital values. TF-IDF is a numerical statistic
text data: one-hot encoding, bag of words, term which indicates the importance of a word for a
frequency - inverse document frequency (TF-IDF) document in a collection or corpus. It is calculated
and word embeddings. In the work , term frequency as a product of two components: Term Frequency
- inverse document frequency (TF-IDF) vectorizer (TF) and Inverse Document Frequency (IDF) [17].

Bigram analysis for positive and negative reviews
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Figure 3 - Bigram analysis for negative and positive reviews
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Figure 4 - Steps of processing text data using machine learning

A matrix of numeric vectors was created by
applying the TF-IDF formula on the corpus of
documents. Each row of the matrix represents a
document, and each column represents a unique
word in the corpus. The resulting matrix was fed
as input to various machine learning algorithms
for sentiment analysis. The TF-IDF vectorizer is a
powerful tool for feature extraction from textual
data in sentiment analysis because it shows both the

importance of words in a document and their rarity
in the corpus. This helps improve the accuracy and
efficiency of machine learning models for sentiment
analysis.

Implementation of sentimental data analysis
with machine learning algorithms. Conducting
sentimental analysis of reviews consists of several
steps. The sequence of steps is shown in Figure
4. The first analyzed data is pre-processed. Then,
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the textual data in the training and test sets were
transformed into numerical feature vectors based
on the TF-IDF representation. This transformation
allows machine learning algorithms to work
efficiently with textual data, as they typically require
numerical input.

The data set was divided into training and test sets
using the train_test_split function of the scikit-learn
library. The Test_size parameter was set to 0.2,
that is, 20% of this data was used for testing, and

precision
0 0.82
1 0.87

accuracy
macro avg 0.84
weighted avg 0.84

Logistic Regression Accuracy :

80% was used for training. Using the converted
TF-IDF data, a version of the LogisticRegression
class was developed, which was displayed by
the logistic regression algorithm. As the logistic
regression algorithm and target labels are trained
through the training data, the identification method
adjusts the sample parameters to find the best fit
for the given data. The accuracy, classification
calculation, and confusion matrix for estimating
sample performance are as follows (Figure 5):

recall fl-score support
0.88 0.85 107
0.80 0.83 105
0.84 212

0.84 0.84 212
0.84 0.84 212

B3.96%

Figure 5 - Accuracy of logistic regression algorithm

And to use the Multinomial Naive Bayes model,
the sklearn.naive_bayes function was used. A
Multinomial Naive Bayes classifier was instantiated
and trained on the training data represented by
the TF-IDF vectorized feature matrix and the

precision
0 0.88
1 0.80

accuracy
macro avg 0.84
weighted avg 0.84

Multinomial Waiwve Bayes Classifier Accuracy :

corresponding feature matrix. The features of the
test data were predicted using the trained MNB
classifier. The accuracy score was calculated by
comparing the predicted signs with the real signs
(accuracy indicators are shown in Figure 6).

recall fl-score support
0.79 0.83 107
0.89 0.84 105
0.83 212

0.84 0.83 212
0.83 0.83 212
B83.49%

Figure 6-Accuracy of Multinomial Naive Bayes model

In addition, Linear SVM and XGboost models of
machine learning are also tested. Their results are
lower than logistic regression (Linear SVM-79.25%,
Xgboost-80.1%).

Implementation of sentimental data analysis with
deep learning algorithms. In order to use the
Recurrent Neural Network (RNN) method, it is
necessary to build a vocabulary. This is an efficient
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lookup table where each unique word in the data set
has a corresponding index (integer). Based on the
reviews, the following dictionary was compiled:

[«Kepemem menegpon exen», «Maran yHaOb
a0emi», «Kyamvt eme y3axkka wwvioatiovl»] —
vocabulary {«<unk>»:0, «a0emi»:l, «eken»:2, «xe-
pemem»:3, «maramn»:A4, «menepon»:5, «xyam»: O,
«Y3aKKa»:7, «yHaovl»:8, «ome»:9, «uwvioaiiovi»:10,
«pad»:11}

Then, using a dictionary, we assigned indexes to
the text data in the test set, replacing each word
in the data with the corresponding index in the
dictionary. In this step, the textual data is converted
into numerical representations that can be used as
input to the RNN. The following conversion is

vocabulary = {
'<unk>"0,
‘agemi 1,
'eKeH" 2,
'KepemeT": 3,
'MaFaH": 4,
'TenedoH" 5,
'KyaT": 6,
'y3akka" 7,
'yHaab!'": 8,
'‘aTe": 9,
‘weipaipbl': 10,
‘epad>" 11,

KepemeT TenedoH ekeH

obtained:

[«Kepemem menegpon exen», «Maran yHaowl
a0emi», «Kyamer eme y3akka wwloaiiovl»] —
vocabulary {«<unk>»:0, «a0emi»:l, «exem»:2, «ike-
pemem»:3, «maraw»:A4, «menegpon»:5, «kyam»: 6,
«Y3aKKa»:7, «yHaow»:8, «ome»:9, «uvioatiovi»:10),
«pad»:11} — {{«Kepemem menegpon exen»: [3 5 2
11]}, {«MaFan yHaoer 20imi»: [4 8 1 11]}, {«Kyam
eme y3aKka wwloatiovt»: [6 97 10]}}

Each index is used to create a vector for each
word. One-hot vector is a vector whose size is the
total number of unique words in the dictionary,
where only one element is 1, and all other elements
are 0 (Figure 7). Tourch libbrary was used for this
task.
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Figure 7-One-hot vector

class RNN(torch.nn.Module):

def init (self, input _dim, embedding _dim, hidden_dim, output dim):

super().__init_ ()

torch.nn.Embedding(input dim, embedding dim)

hidden dim)

self.embedding =
self.rnn = torch.nn.LSTM(embedding_ dim,
self.fc =

def forward(self, text):

torch.nn.Linear(hidden_dim, output_dim)

embedded = self.embedding(text)

output, (hidden, cell) =

hidden.squeeze (0)
output = self.fc(hidden)

return output

self.rnn(embedded)

Figure 8 - RNN model creation

An embedding layer was used to transform a dictionary, the number of unique tokens in the
one-hot vector into a dense embedding vector. The textual data (input_dim), the dimensionality of the
model constructor consists of the size of the input embedding vectors representing the input tokens
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(embedding_dim), the number of units in the hidden
state of the LSTM (hidden_dim), the dimensionality
of the output representing the sentiment prediction
(output_dim). The implementation of the model is
presented in Figure 8.

In addition, the torch.nn.Embedding module
was created, which is responsible for learning
and matching input tokens with dense embedding
vectors. And the torch.nn.LSTM module was built
to implement the long LSTM layer. This module
takes embedded input as input and processes the
serial information to generate hidden states. Next, a
torch.nn.Linear module was created which maps the
last hidden state to the output dimension responsible
for sentiment prediction.

The Forward method is responsible for the
forward movement of the model. It accepts text as
input text data. An embedded tensor is obtained by
passing the input text through an embedding layer,
performing a search to transform the input tokens
into dense vector representations. The embedded
tensor is then passed through the RNN layer and
returns the (hidden, cell) values containing the
output features of the LSTM for each time step and
the final hidden state of the LSTM. The latent tensor
is filtered along the first dimension to remove the
extra dimension added by the LSTM.

Next, the created model was trained. This process
consisted of 10 stages. Logs the training progress,
updating model parameters based on calculated

class RNN(torch.nn.Module):

gradients. It also evaluates the performance of the
model on the training and validation sets after
each phase. Finally, 60% accuracy was obtained
from model training. 60% i1s not considered a good
result, so ways to improve its accuracy rate were
considered.

To increase the accuracy of the model, various
modifications were made to the LSTM algorithm,
including the embedded use of the packed padded
sequences method, which gave good results.
Important aspects of packed padded sequences are
defined (example implementation code is shown in
Figure 9):
 Efficient computation: Stacked filled sequences

allow for more efficient computation during

training and inference. In RNNs, input sequences
are usually processed in parallel in a small batch.

Filled circuits avoid unnecessary computations on

filled elements, resulting in faster training and

reduced inference time.

* Memory efficiency: padded circuits increase
memory requirements because they introduce
a significant number of padded elements. By
wrapping strings, filled elements are effectively
masked, reducing the memory footprint and
optimizing memory usage.

* Improved model performance: Overloaded
circuits can negatively impact model performance
by introducing noise and unnecessary
calculations.

def _ init_ (self, input_dim, embedding _dim, hidden_dim, output_dim):

super()._ init_ ()

self.embedding = torch.nn.Embedding(input_dim, embedding_dim)
self.rnn = torch.nn.LSTM(embedding dim,

hidden_dim)

self.fc = torch.nn.Linear(hidden_dim, output_dim)

def forward(self, text, text length):

embedded = self.embedding(text)

## NEW

packed = torch.nn.utils.rnn.pack padded sequence(embedded, text length.to('cpu'))
packed_output, (hidden, cell) = self.rnn(packed)

hidden.squeeze (0)
output = self.fc(hidden)
return output

Figure 9 - Improved LSTM algorithm code
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This function creates a boxed sequence object
which represents sequences without padding tokens.
Using this method, 84% accuracy was achieved.

Discussion of results. Let’ s look at which
method gives better results by comparing the
results of sentimental analysis made using Logistic

Regression, Multinomial Naive Bayes, Liner SVM,
XGBoost, Long short-term memory (LSTM),
LSTM-pack sequence learning methods to improve
LSTM on collected Kazakh comments. Table 1
shows the results of the above-mentioned models
and algorithms evaluation experiment

Table 1 - Results of algorithm

Ne | Algorithm name Accuracy
1 | Logistic regression 83.96%
2 | Multinomial Naive Bayes | 83.49%

3 | Linear SVM 79,25%
4 | XGboost 80,1%

5 | LSTM 60.00%

6 | Improved LSTM 84.12%

Due to the lack of a large collection of data,
machine learning methods have shown that they
do not give more accurate results. A logistic
regression algorithm can be effective if there is
low-dimensional data and their capability is linearly
distributed, but a large data set is required to achieve
good results. Although the LSTM model showed
only 60 percent accuracy, it increased its accuracy
using the packed packed sequences method and
achieved better results than everyone else. The
LSTM model has shown poor performance on
very little data. When we increased the number
of reviews from 500 to 1500, we noticed a
improvement in the result.

Conclusion. This paper is devoted to the
study of ways of sentimental analysis of Kazakh
language reviews. The introduction of the article
explains sentimental analysis and gives citations
for its importance. The paper considered lexicon
(rule) based methods, machine learning based
methods and deep learning methods as methods
of sentimental data analysis. Among them, we
differentiated the possibilities of determining

the mood in Kazakh-language opinions using
methods based on machine learning and deep
learning methods, which are currently being
extensively researched and are well used in practical
developments.

Kazakh-language reviews used in sentimental
analysis were collected from Kaspi online-market,
nur.kz and 2GIS. Collected opinions were subjected
to initial processing such as preliminary processing
and preparation of the data set, analysis (review)
of the processed data set, extraction of features
from the processed data. Further, the prepared
data were sentimentally analyzed using Logistic
regression, Multinomial Naive Bayes, Linear SVM,
Xgboost and deep learning LSTM models of
machine learning and the accuracy indicators of the
obtained results were determined. After all samples
were analyzed, a comparative analysis of their
accuracy indicators was performed. Comparative
analysis showed that the best result was the
deep learning improved LSTM model (accuracy-
84.12%), followed by the machine learning Logistic
regression model (accuracy-83.96%).
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