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TARGET IDENTIFICATION AND TRACKING IN COMPLEX ENVIRONMENT
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This study focuses on developing advanced methods for the identification and classification of objects in
complex environments. Over the past two years, there has been an increase in the use of advanced technologies
in various challenging scenarios. This research is centered on accurately identifying targets and tracking them.
The study addresses challenges related to object detection in multi-dimensional and intricate settings, taking
into account natural conditions like rain and fog, as well as technical limitations such as camera capabilities.
Special emphasis is placed on data collection for training the identification model, followed by extensive data
preprocessing, including cleaning, labeling, and augmentation. The research employs YOLO and Deep Sort
machine learning algorithms, focusing on improving the accuracy and reliability of target recognition and increasing
data processing speed to minimize misidentification risks. The integration of YOLO, known for its quick real-time
object detection, with Deep Sort, which excels in detailed feature extraction and classification, forms the basis of
our methodology. This fusion is a complex combination of both models' strengths, with YOLO quickly identifying
relevant objects and Deep Sort performing an in-depth analysis. The experimental phase involves extensive testing
of the models in varied weather conditions and settings to evaluate performance under challenging circumstances.
This work aims to enhance object identification techniques in complex environments, a critical aspect for the
effectiveness of various advanced operations. The findings are expected to significantly contribute to the field
by enabling quicker and more accurate target identification.
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KYPIAEJII OPTAJAA HBICAHAHDBI AHBIKTAY KOHE BAKBIJIAY
9. Kapin™, L.Myxammes
Kazak-bputan Texnukanblk yHuBepcureri, Aimarsl, Kazakcras,
e-mail: ad_karim@kbtu.kz

Byt 3eprrey Kypaeni opragarbl OObeKTiIepi aHbIKTay MEH JKIKTeY/iH O3bIK 9ICTepiH jkacayra OarbITTAJIFaH.
COHFBI €Ki KbpUTA 9PTY Pl Ky pAei clieHapuiAepae O3bIK TEXHOIOTUSIAPIb! KOIJAHBICH apThII XaThIp. By 3epT-
Tey HbICAHAJIAPIIBI 1071 AaHBIKTAyFa XKOHE OJapibl OaKkpUlayFa OarbITTaIFaH. 3epTTey kKaHObIP MEeH TYMaH CHSKTHI
TaOWFH KaFIaijIapibl, COH/IAl-aK KamMepa MYMKIHIIKTepi MeKTeyaepi CUSIKThl TEXHUKAIIBIK, epeKIIeIiKTep/i ec-
Kepe OTBIPHIIT, KOTI &JIIIeM/I JKoHe Ky paeli KaFaainapaa oObeKTUIep i aHBIKTayFa KATBICTHI Mace e e i Mele/Ii.
OO0beKTi aHBIKTAy MOJICITIH JalbIHAAY YIIIiH JIepeKTep/i KUHayFa epeKiiie KoHi1 OeTiHe i, ConaH KeiiH AepeKkTepi
aJJIbIH-aJ1a OHJIey, COHBIH ilIiH/Ie Ta3apTy, TaHOAIAY KoHE YIIKEHTY KyYMBICTAPBI XKYpPri3iieai. 3epTTey HbICAHAHbI
TaHyAbIH JRJIIIr MEH CEHIMALTITIH apTThHIpyFa XoHe KaTe COMKEeCTeHAIpY KayIiH a3aiTy YIIiH AepeKTepdi eHIey
KBUITAMIIBIFBIH apTThIpyFa OarbiTTasFad, Y OLO xoHe Deep Sort ManmHaIbIK, OKBITY aJITOPUTMIEPiH Mai1aiaHa-
Ibl. HakTH yakBIT peskuMiHAe OOBEKTUIePl KbUIIaM aHbIKTayMeH TaHbiMan Y OLO-uel Deep Sort-rieH uHTerpa-
LIy, OHBIH epPeKIIENIKTEPiH erkel-Ter kel aHpIKTay KoHe Oakpuiay OOMbIHIIA Oi3/iH 91icTeMeMi3/IiH Herisi
60J1bI TAOBUTABL. By CHHTE3 €Ki MOJIeIb/IiH Jie KYIITI )aKTapbIHbIH Ky pHei yiitecimi 60bin Tabbuiaasl. YOLO
THICTi HbICAHAAPABI KbLIIAM aHBIKTalabl, Asl Deep Sort TepeH 6akpuiay jkacaipl. DKCIIEPUMEHTTIK Ke3eH e Kyp-
JeJTi KaFaiiapaa eHiMIUTIKTI OaFajay YIIiH OpTYpili aya-paibl KafFqaiiapsl MEH apamMeTpiiepiHjie MOACTbICPI
MYKHSAT ChIHAYIBl KAMTHUIBL. By *KyMBIC Kypaemi opTama oObeKTUIepi aHBIKTAY SICTEpiH KETUIIipyre OarbiT-
TaJFaH, OyJI 9p TYpJii KeTiIi piireH onepaiusuiapablH THIMIUTINHIH MaHbI3/IbI acriekTici 601 Tabbutaasl. HoTu-
JKeJlep MaKCaTThl Te3ipeK JKoHe JoJTipeK aHbIKTayFa MYMKiH/IK Oepe OTHIPBIIL, OChI CAJIAHBIH IaMYbIHA AUTAPITBIK TN
yJiec KOcaibl Ien KYTiTyze.

TyiiiH ce3/1ep: MakcaTThl COUKECTeH/IpY, OaKbLIay, OOBEKTiNIEp/i aHBIKTAY, IPOHIApMEH Oapray.
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NAEHTUPUKALIINA U OTCIIEAKUBAHUE IIEJIEﬁ B CJIOZKHBIX YCJIOBUAX
A. Kapnv™, M.Myxamman
Kazaxcrancko-Bpuranckuii TexHudecknii YHuBepcHTeT, r. Anmarsl, Kazaxcran,
e-mail: ad_karim@kbtu.kz

370 UcCIeNOBaHNE HAIIPaBJIEHO Ha pa3padoTKy MepeioBBIX METOIOB HASHTU(DHUKAIH M KJIACCH(DUKALIN 00b-
€KTOB B CJIOXKHBIX YCJIOBHSIX. 3a TOC/IEAHNE IBA rofa HAOMIONASTCS POCT MCTOIb30BAHUS NEPEIOBbIX TEXHOJIOTHI
B Pa3IMYHBIX CIOXKHBIX cpefax. DTO UCCIeIOBaHNE COCPEJOTOUEHO Ha TOYHOM BBISBJICHUH LieJIell U UX OTCIIeKHU-
BaHUU. B uccienoBaHuy paccMaTpuBaroTcs NpoOJIeMbl, CBA3aHHbIE C OOHApYKEHUEM OOBEKTOB B MHOTOMEPHBIX
U CIIOKHBIX YCJIOBHSX, C YUETOM HPHPOJHBIX YCJIOBHH, TaKMX Kak JOXIb M TyMaH, a TaKXKe TEeXHUYECKHX Orpa-
HUYCHUI, TAKMX KaK BO3MOKHOCTH Kamepbl. Oco0oe BHUMaHUe yaensiercs: cOOpy JAaHHBIX st 0OydeHHsT Mope-
JI1 UACHTU(DHKALIIH, 32 KOTOPBIM CleyeT TIIaTe/IbHas IpeiBapuTebHast 00paboTKa JaHHBIX, BKJIIOYas OYUCTKY,
MapKHPOBKY U JOIOJHEHHe. B uccienoBaHuy MCIIONB3YIOTCS alropuTMbl MaMHHOTO 00y4enust YOLO u Deep
Sort, HarlpaBJIeHHBIE Ha TIOBBILIIEHUE TOYHOCTH U HA/IeAKHOCTU PACIIO3HABAHUA Lie/lell U yBeJIM4eHUue CKOPOCTH 00-
PabOTKM JaHHBIX JUIsi MUHUMU3ALMY PUCKOB OIMOOYHON HaeHTH]rKanyy. OCHOBOM Halllell METOOJIOTHH SIBJISI-
ercst unTerpanusi YOLO, u3BecTHO# cBOMM OBICTPBIM OOHApy:KEHHEM OOBEKTOB B PEKMME PEaslbHOTO BPEMEHH,
¢ Deep Sort, KoTopast OT/IMYaeTCs IeTaJbHBIM BBIJEICHNEM TPU3HAKOB 1 KJIacCU(HKAIMend. DTO CIUSHUE Mpeji-
CTaBJIsieT COOOM CJIOKHYI0 KOMOMHAIIMIO CHIIbHBIX CTOPOH 00enx mopeneit: YOLO ObicTpo onpesensieT HyKHble
00beKThl, a Deep Sort mpoBoayT yriyOJIeHHBIH aHaIu3. DKCIepuMeHTalbHasI (paza BKIoYaeT B cebsi BCECTOPOH-
Hee TEeCTUPOBAHUE MOJENeH B Pa3/IM4HbIX HOTOAHBIX YCIOBHUAX U HACTPOMKAX [UIA OLEHKU IPOU3BOAUTEILHOCTU
B CJIOKHBIX YCJIOBHSIX. DTa paboTa HanpapjieHa Ha COBEpIICHCTBOBAHME METONOB MJIEHTHU(PUKAIMN OOBEKTOB B
CJIOKHBIX YCJIOBHSIX, UTO SIBJISIETCS] KPUTHUYECKU BaXXHBIM aCMeKTOM [Uisl 3(P(EKTUBHOCTH Pa3IMUIHBIX CJIOXKHBIX
onepauuid. Oxkugaercs, 4to NoTydYeHHbIE Pe3y/IbTaThl BHECYT 3HAUMTENIbHBIN BKJIA] B pabOTy HAa MECTax, HOCKOJIb-

Ky MO3BOJIAT 6])ICTpee 1 TOYHEE ONpPEeACIATh HEIHN.

KuroueBnble cioBa: naeHTUDUKALMS [IE]TH, OTCIIeKUBAHIE, OOHApYkKeHUe 0OBEKTOB, pa3BeaKa

Introduction. The evolution of warfare and military
strategy has been profoundly shaped by technological
advancements throughout history. From the invention
of gunpowder to the development of nuclear weapons,
each major technological leap has brought about a
radical shift in the nature of conflicts and how they
are fought. In this context, the rise of drones represents
one of the most significant technological developments
in modern military strategy. Over the past two
decades, drones, also known as unmanned aerial
vehicles machine, have transitioned from being mere
surveillance tools to becoming pivotal assets in military
operations. This transformation is a reflection of the
broader changes in military tactics and technology that
define contemporary conflicts. Our work delves into
the critical role that drones have come to play in modern
military strategies, emphasizing their importance in a
rapidly evolving battlefield. This study is dedicated to
advancing the methods for identifying and classifying
objects in various environments, an essential aspect
of military operations in this era of technological
warfare. The recent surge in drone usage over the
past two years highlights a paradigm shift in how
conflicts are approached and managed. Drones have
revolutionized several facets of military operations,

including reconnaissance, targeting, and ensuring the
safety of personnel [1]. Their effectiveness in these
areas has made their strategic application a necessity
rather than a choice. In the age of asymmetric
warfare and counterterrorism operations, drones offer
a unique advantage in terms of intelligence gathering
and precision strikes. They enable militaries to engage
in operations with a reduced footprint, lowering the
risk to personnel and potentially minimizing collateral
damage. This advantage is particularly significant
in complex urban environments or rugged terrains,
where traditional forms of surveillance and engagement
are often challenging. The significance of target
identification and tracking in reconnaissance in various
environment.

cannot be overstated, especially in the context
of modern warfare, where precision and accuracy
are paramount. This aspect of military operations
has gained even greater importance with the advent
of drones. In contemporary combat scenarios, the
ability to accurately identify and track targets is
crucial for several reasons. It enhances operational
efficiency by enabling precise and timely decision-
making [2]. Armed with accurate information on the
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location and nature of a target, military strategists
can devise more effective tactics, allocate resources
more judiciously, and achieve objectives with greater
precision. This is particularly vital in asymmetric
warfare and counterterrorism operations, where
identifying the correct targets while avoiding civilian
casualties is both a moral imperative and a strategic
necessity. Advanced target identification and tracking
systems integrated into drone technology greatly

improve situational awareness. Drones equipped with
cutting-edge sensors and cameras can relay real-
time information, providing commanders with a
comprehensive view of the battlefield. This capability
is invaluable in complex environments, where visibility
is limited, and threats can emerge from any direction.
By maintaining constant surveillance and tracking
movements, drones contribute to a more informed and
responsive command structure.

a)

b)

Figure 1- Drone in battlefield. a) Drone take off for reconnaissance b) Information received during
reconnaissance

Literature Review. The realm of military
operations has significantly advanced with the
integration of various technological methods for target
identification and tracking. One of the methods related
with hyperspectral imagery.

Key among these are approaches utilizing
hyperspectral imagery, advanced neural networks,
and high-resolution imaging techniques. A notable
advancement is the use of Hyperspectral Imagery for
the detection of military vehicles. This technology
offers detailed spectral characteristics of targets,
which, when processed through techniques like
Principal Component Analysis and k-means clustering,
results in the generation of superpixels. These
superpixels enhance the ability to identify specific
military objectives, providing a significant edge in
vehicle detection [3]. Object detection faces unique
challenges, including dealing with camouflage, blur,
inter-class similarity, intra-class variance, and complex
environmental conditions. Addressing these issues,
the MOD benchmark proposes the use of LGA-
RCNN. This model employs loss-guided attention to
improve detection performance in these challenging

scenarios [4]. Another innovative approach involves
the deployment of Convolutional Neural Networks
on embedded platforms like the TMS320C6678. This
method showcases a fine balance between performance
and resource constraints, contributing significantly to
the accuracy and efficiency of military operations
[5]. Alternative method of object tracking it’s use
YOLOS architecture marks a leap in identifying
and detecting small, camouflaged military objects.
This model greatly improves the clarity and detail of
images, thus aiding in more accurate object detection,
a critical factor in modern military operations [6].
After thorough analysis of available literature, we have
opted to employ the YOLO and Deepsort algorithms
for our tracking and target identification endeavor.
These algorithms demonstrate promising capabilities
in accurately detecting and tracking objects in real-
time scenarios. With their robust features and proven
performance, we believe they are well-suited for
fulfilling the requirements of our task efficiently and
effectively.

Main Provision. The primary goal of this research
is to develop a highly efficient, accurate, and robust
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system for target identification and tracking in complex
environments, leveraging the integration of YOLO and
Deep Sort. This study is anchored in the hypothesis
that the combination of YOLO rapid detection
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capabilities with Deep Sort detailed feature analysis
will significantly enhance object recognition accuracy
and operational efficiency, particularly in challenging
conditions.
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Figure 2- Schematic diagram of drone operation

The drone is shown flying at an altitude of 500 meters
above the ground. The drone is equipped with a sensor
or camera (indicated by the blue square on the drone),
which is used to observe objects on the ground. The
green lines from the drone to the ground suggest that
the drone's sensors are focused on a specific area on
the ground. This could be the drone's camera field of
view. On the ground, there are three black shapes that
appear to be the objects of interest—perhaps these are
the targets the drone is meant to observe or monitor.

The arrow pointing from the drone to the right implies
that the drone is transmitting data. The box on the
right side of the image shows the process of identifying
and classifying the objects observed by the drone. This
could be a visual representation of the data on a screen
for an operator, or it could represent the process of the
onboard computer classifying the objects in real-time.
The objects are labeled as “objectl”, “object2”, and
“object3” [7].
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Figure 3 - Data annotation process
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Figure 4 - Flowchart of Machine Learning Process for Object Detection and Tracking

Methods and Materials. This section delves into
the technical details of how data annotated, how
these algorithms are employed and fused to achieve
superior target recognition accuracy and reliability
in challenging battlefield scenarios. Our approach
centered around the sophisticated integration of two
powerful machine learning algorithms: YOLO and
Deep Sort.

In the data collection and preprocessing phase,
the process extends beyond simple acquisition of
datasets. We focus on amassing data that represent a
broad spectrum of conditions: differing light settings,
varying weather conditions like rain, fog, and extreme
brightness, and a multitude of angles and distances.
This variety ensures that the model is not only
exposed to a wide range of scenarios [8] but is
also robust enough to handle real-world complexities.
Once the data is collected, the preprocessing phase
begins. It is critical to ensure the data's integrity and
relevance. Cleaning involves removing any irrelevant
or misleading information, which could skew the
model's learning process [9]. We employ sophisticated
techniques to filter out noise and irrelevant data,
ensuring that only pertinent and high-quality data feeds
into the training process. Labeling, a crucial step,
involves annotating the datasets with accurate and
detailed tags. This process is meticulously carried out
by experts who identify and mark objects within each
image or video frame, ensuring that the model learns
from accurate information. This step is particularly

challenging in complex environments, where objects
might be partially obscured or camouflaged.

YOLO is a state-of-the-art, real-time object
detection system that differs significantly from
traditional methods. Traditional object detection
systems repurpose classifiers to perform detection.
They apply the classifier to various locations and
scales in an image [10]. YOLO, however, applies a
single neural network to the full image [11]. This
network divides the image into regions and predicts
bounding boxes and probabilities for each region.
These bounding boxes are weighted by the predicted
probabilities [12].

Deep Sort is employed for its superior capabilities
in detailed feature extraction and -classification.
This algorithm takes the initially identified objects
from YOLO and performs a comprehensive analysis
to classify them accurately. Deep Sort utilizes a
convolutional neural network to extract high-level
features from the input images [13]. These features
are then passed through advanced classification layers
designed to identify subtle and complex features
specific to the target objects. To enhance the model's
ability to generalize, data augmentation techniques are
employed. This includes rotating, scaling, and flipping
images to simulate various viewing conditions. Deep
Sortis trained on a vast dataset of labeled images, which
include various objects in different environmental
conditions, ensuring comprehensive learning [14].
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Algorithm YOLO Object Detection

Input: Input_Image. YOLO Model. Thresholds (Confidence Threshold. NMS_Threshold)

Qutput: List of Detected Objects
Begin
/! Preprocess the image

Processed Image = Resize and Normalize(Input_Image)

// Forward pass through the YOLO model

Predictions = YOLO_ Model.Forward_Pass(Processed Image)

/! Post-processing the predictions
Final Detections =[]
For each cell in the SxS grid of Predictions:

For each bounding box prediction in this cell:
confidence = Predictions[cell][box].confidence

/! Filter out low confidence detections
if confidence < Confidence Threshold:
continue

class_probabilities = Predictions[cell][box].class_probabilities
box_coordinates = Calculate Box_Coordinates(Predictions[cell][box])
// Compute class-specific confidence scores
for each class_probability in class_probabilities:
class_confidence = confidence * class_probability
if class_confidence > Confidence Threshold:
detection = {box_coordinates. class_confidence. class_id}

Final Detections.append(detection)

/I Apply Non-Max Suppression to filter overlapping boxes
Filtered Detections = Non_Max_Suppression(Final Detections. NMS_Threshold)

Return Filtered Detections
End

The integration of YOLO and Deep Sort is the
linchpin of our methodology. The process is not just
about running one algorithm after the other but about
creating a seamless, efficient pipeline where the output
of one feeds into the input of the other, optimizing both
speed and accuracy. YOLO rapidly processes the input
image to identify potential targets and their locations.
The identified regions by YOLO, along with their
bounding box coordinates, are passed to Deep Sort. Sort
conducts an in-depth analysis of these targeted regions,
using its advanced feature extraction and classification
mechanisms. The final output is a synthesis of both
algorithms, where YOLO provides the speed and initial
detection, and Deep Sort offers the depth of analysis
and accuracy in classification [15].

Results and Discussion. The integrated YOLO-
Deep Sort model demonstrated exceptional

performance in target identification and tracking.
The YOLO algorithm, with its swift real-time object
detection capabilities, successfully identified potential
targets within various complex environments. This
initial detection was crucial for setting the stage
for more detailed analysis. Deep Sort’s role in
providing detailed feature extraction and classification
was evident in the improved accuracy of target
identification. In scenarios with limited visibility or
in the presence of camouflaged objects, Deep Sort
was able to discern and classify the objects with high
precision. Our tests showed that the integration of
YOLO and Deep Sort led to a significant reduction
in false positives and negatives compared to when
each algorithm was used independently. In terms of
processing speed, the integrated system maintained a
high level of performance, making it viable for real-
time applications in dynamic battlefield environments.
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Figure 6 - Multiple object identification

The model was subjected to rigorous testing in
diverse weather conditions including rain, fog, and
extreme brightness. The results were promising,
demonstrating the model's robustness and reliability
under challenging natural conditions. In urban
environments and rugged terrains, the system

maintained a high level of accuracy, reinforcing
its potential for various military applications. The
significance of this work lies in its potential
to revolutionize target identification in complex
environments.

Figure 7 - Complex environment object detection
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Figure 8 - Object Tracking

The integrated YOLO-Deep Sort model represents
a significant advancement in the field of military
reconnaissance and intelligence gathering. Its ability
to rapidly and accurately identify and track targets in
complex environments provides a substantial strategic
advantage. This technology can enhance situational
awareness, enabling more informed decision-making
and effective mission planning. While the model has
shown great promise, there are areas for improvement.
One limitation is the model's dependency on the
quality of input data. Future work could focus on
enhancing the model's performance with lower-quality
inputs or in scenarios with extreme environmental
conditions. Additionally, further research into reducing
the model's computational requirements could

broaden its applicability, especially in resource-
constrained environments. The technology has potential
applications beyond military operations, such as
in disaster management, where rapid and accurate
identification of objects can aid in effective rescue
operations. It can also be adapted for wildlife
monitoring and management, where identifying and
tracking animals in complex environments is crucial.
As with any advanced technology, especially in
military applications, ethical considerations must
be addressed. The potential for misuse and the
implications of autonomous target identification
systems raise important questions that need to be
carefully considered and regulated.

Tabmuua 1 - Table 1 — Object Detection Accuracy Table by Environment Field

Environment Field Objects Detected | Correct Identifications | Detection Accuracy (%)
Steppe 1571 1509 96.1
Forested Terrains 250 239 95.6
Desert 145 134 92.4
Mountainous Regions | 104 91 87.5

Table presents data on the performance of target
identification in various complex environments. This
table effectively conveys how the complexity of
different environments impacts the effectiveness of
target identification technology, with varying degrees
of detection accuracy observed across different
terrains.

Conclusion. In conclusion, this research represents
a significant advancement in the field of target
identification and tracking in complex environments
using the integration of advanced machine learning
algorithms, YOLO and Deep Sort. This research
addresses the critical challenge of efficient and accurate
target detection in modern military operations, where
the use of drones and sophisticated surveillance
techniques is paramount. An integrated approach

involving extensive data collection in a variety of
environments and rigorous preprocessing ensures
the adaptability and robustness of the model. The
effectiveness of the integrated system is demonstrated
by its ability to reduce false and negative alarms,
maintain high data processing speeds, and demonstrate
resilience to adverse weather conditions and
challenging terrain. Such capabilities are important not
only for military intelligence and intelligence gathering,
but also for applications in disaster management,
wildlife monitoring, and other areas where fast
and accurate object identification is important. The
study also identifies areas for future improvement,
such as improving model performance when using
lower-quality raw data and reducing computational
requirements for broader applications.
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