IRSTI 20.53.01 https://doi.org/10.58805/kazutb.v.2.23-404

COMPARISON AND ANALYSIS OF DIFFERENT MACHINE LEARNING
METHODS ON WEATHER TEMPERATURE PREDICTIONS BASED ON THE
OPEN DATA
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The database obtained from the rp5 data archive is provided by the LLC "Weather Schedule” and represents
the collected information about weather conditions in all parts of the world, describing temperature, clouds,
and precipitation, and is available for analysis to everyone. Data is collected every 3 hours, which provides
valuable data from day to day. Many of these features are optional and dependent on time, like maximum
temperature during night time, also vision range during night always equals zero, etc. The purpose of this study is
to create a solution, that can deal with missing data, and to find an important machine-learning combination
for weather prediction. It needs to be mentioned that a study should be done on open data since it doesn’t
have any presumptions inside. With work on raw and open data, we can try to establish new rules in weather
prediction modeling and find meaningful solutions for Kazakhstani society. For this research, algorithms for
implementing prediction models were used from the scikitlearn Python library. It contains Gradient Boosting
Regressor, XGBoost, CatBoost, Linear Regression, Bayesian Ridge, etc. Applied machine learning algorithms
were evaluated based on different approaches: from various data preprocessing ideas to selecting best best-
performing model with better results and optimizing it to achieve the possible maximum in predictions. The
key course of this study is to help find a way to the optimal approach to weather prediction problems and analysis
by the way, which current tendencies can look at it.

Keywords: machine learning, weather, prediction model, CatBoost, Linear Regression, ElasticNet, Light GBM,
forecasting.

AIIIBIK. MOJIIMETTEP HETT3IH/IE AVA-AYPA TEMITEPATYPACHIH
BOJIZKAY YIITH TYPJII MAIIITHAJIBIK OKY 9JIICTEPIH CAJIBICTBIPY
JKOHE TAJIIAY

. Kaup
Kazakcran-bpuran TexHUKaIbIK, yHUBEpcUTeTi, Anmartsl, KazakcraH,

e-mail: danikkair@gmail.com

Rp5 nepexrep MyparartblHaH ajblHFaH MasliMeTTep 6azachl «Aya-Paiibl kecreci» JKIIIC-mMeH kamTamachi3 eTij-
TeH JKoHE TeMITepaTypaHbl, OYJITTHUIBIKTHI KOHE JKaybIH-IIAIIBIH/IB CUIIATTAWTHIH 9JIEMHiH OapIIbIK OeliKTepiHeri
aya-paiibl TypaJibl JKMHAJIFaH aKnapar Oonbil TaObUIab! koHe OapiblFblHA Tajlgay YIIiH KoJ skeTimzai. [lepexrep
op 3 caraT callblH JKMHAJIAAB], OYJI KYH CallblH KYHIB MOJIMETTep adyFa MYMKIHIIK Oepemi. Byl MyMKiHIIK-
TepAiH KOIIIIri MiHAETTI eMec XoHe YaKbiTKa OaliIaHbICThI, MBICAJIBI, TYHIT MaKCUMAJIbl TEMIIEpaTypa, TYH/Ie
Kepy JAMarna3oHbl dpKalllaH HeJre TeH koHe T.0. By 3epTreymiH MakcaThl - KETICIEHTiH JepeKTepMEH KYMBIC
iCTell alaThlH LIEIIM jKacay jKoHe aya-paibiH OoJKay YIMiH MalIMHAIBIK OKBITY/IBIH MaHBI3/Ibl KOMOMHALIUSCHIH
Taly. AWTa KeTy Kepek, 3epTTey alblK JAepeKTepe KYprisilyi Kepek, efTKeHi onapaa emKaHIai aaFpImapTTap
koK. ITInKi xoHe allblK JepeKTepMeH XYMBIC jKacaii OTHIPHII, 0i3 aya paiibl OOIKaMbIH MOZISIIbICYE KaHA epexe-
Jepai Oenriieyre xoHe Ka3aKCTaHIbIK, KOFaM YIIH MaHbI3[bl IienriMaepai Tadyra Thipbica anambi3. By 3epr-
tey yiiH scikitlearn Python kiTanxaHacelHaH OOJDKay MOAENBACPIH €HTI3y aaropurMzaepi KoigaHsuiasl. OHoa
Gradient Boosting Regressor, XGBoost, CatBoost, Linear Regression, Bayesian Ridge xoHe 1.6. perpeccopiap
6ap. KonpanpuiarsiH MammmHasbIK OKBITY alrOpUTMAEPI 9pTYPITi Tociiep HerisiHge OaranaHabl: JepeKTepii a-
JbIH aJla OHJEY/IIH SpTYPJli MAesIapblHAH OacTarl eH KaKChl HOTIKeIepre KOJI XKEeTKI3eTiH eH KaKChl MOAEIbi TaH-
Jayra xoHe Oomkamaapia MyMKiH MAKCUMYMFa KeTy YIIiH OHbl OHTAlIaH/IbIpyFa AekiH. By 3eprreyaid Herisri

55


https://doi.org/10.58805/kazutb.v.2.23-404

KasTBY XABAPIIBICHI - VESTNIK KazUTB - BECTHHUK KazVTb

OarbITHI - aya-paibiH OOJDKay MAceJIeNiepiH LISNTyIiH OHTAMIBI TOCUIiH Ta0yFa KOMEKTeCy JKoHe Kasipri TeHIeHIH-
smap OyFaH Kanail KapaiThIHBIH TaJIay.

TyfiH ce3/1ep: MaMHAIBIK OKBITY, aya-paiibl, 6omkay momerni, CatBoost, Linear Regression, ElasticNet,
LightGBM, Gomxay.

CPABHEHMUE N AHAJIN3 PA3HBIX METOJ10B MAIIIMHHOT'O OBYYEHUA
JJIA ITPOTHO3UPOBAHU A TEMIIEPATYPBI I1IOTI'O/1bI HA OCHOBE
OTKPbBITbIX JTAHHbIX

. Kaup
Kazaxcrancko-Bpuranckmii Texumaecknii YauBepeuteT, Anvarsl, KazaxcraH,

e-mail: danikkair@gmail.com

Basza gaHHBIX, OTy4YeHHas: U3 apxyBa JaHHBIX 1p5, npenocraBieHa OO0 "Pacnycanue norogsl” M MpeacTaB-
JseT co0oi cOOpaHHYI0 MH(MOPMALMIO O MOTOJHBIX YCJIOBHSX BO BCEX YaCTSAX CBETA, OIMCHIBAIOLLYIO TeMIlepa-
TYpY, OOJIaYHOCTb M OCaJIKM, U JOCTYIIHA [yl aHaM3a BCceM kenalomuMm. [JaHHble coOupaloTcst Kaxaple 3 daca,
YTO MO3BOJISIET MOJTy4YaTh LIEHHBIE CBEAEHNUS N30 AHS B ieHb. MHOTME U3 3THX (DYHKLMIA SBJISIIOTCS HeoOs3aTeb-
HBIMHU ¥ 3aBUCSIT OT BPEMEHHM, HallprMep, MaKCUMaJIbHasi TeMIlepaTypa B HOUHOE BpeMsl, JaIbHOCTh BUIUMOCTH
HOYBIO BCEIZia paBHa HyJO | T. 1. Llenb qaHHOTO MccieoBaHus - cO30aTh peleHne, KOTOPOe CMOXKET CIPaBUThCS
C OTCYTCTBYIOIMMHU JAHHBIMH, M HAUTH BaKHYI0 KOMOMHALIMIO MAILIMHHOTO 00YYeHUS AJIsI IPEACKA3aHUsI TTOTOfbl.
CrenyeT OTMETUTb, YTO MCCIAESIOBAHIE IOKHO MIPOBOJUTHCS Ha OTKPHITBHIX JAHHBIX, TOCKOJIBKY OHU HE COAEpXKaT
HHUKAKUX MPEANOChUIOK. PabGoTast ¢ CBIpIMU M OTKPBHITBIMU JIAHHBIMH, MbI MOKEM TOITBITAThCSI YCTAHOBUTH HOBBIE
MpaBriIa B MOAEJIMPOBAHUN IIPOrHO3a MOTO/IB M HAWTH 3HAUMMBIE PEIIeHus s Ka3axCTaHCKoro oodmiectna. s
JaHHOTO MCCIIeIOBaHUsI OBUIM WICTIONb30BAHBI AJITOPUTMBI Pea3alii MOJENel MPOrHO3MPOBaHUS U3 OUOIHO-
teku scikitlearn Python. Ona cogepxut perpeccopsl Gradient Boosting Regressor, XGBoost, CatBoost, Linear
Regression, Bayesian Ridge u npyrue. [IpumeHsieMble aIropuT™Mbl MAallIMHHOTO 00yYeHHsI OLIEHUBAJIMCh HA OCHOBE
Pa3JIMYHBIX MOAXOMOB: OT PA3IMYHBIX MIEH MpeBapuTeIbHON 00pabOTKH JaHHBIX 10 BBHIOOpA JIyullleld MOJENH C
Jy4IIMMH pe3y/bTaTaMy M €€ ONTUMU3ALWY TSI JOCTKEHHSI BO3MOKHOTO MaKCHMyMa B Mporao3ax. Kimouessim
HarpapJIeHAEM JIaHHOTO WCCIIEZIOBAHMS SIBJISIETCS TIOMOIIIb B TIOMCKE ONTHMAJIbHOTO MOAXOJa K PEelIeHUI0 3a1a4
MIPOrHO3MPOBAHUS MOTO/IBI M aHAJIM3 TOTO, KaK Ha 3TO MOTYT CMOTPETh COBPEMEHHbIE TeHACHIIH.

KuroueBble ciioBa: MallHHOE 00yueHHe, IToroia, Mojielb pornosuposanusi, CatBoost, Linear Regression,
ElasticNet, LightGBM, mporaHo3upoBaHue.

Introduction. Weather forecasting is an essential [3] However, there are still gaps in these approaches,

aspect of our daily lives, as it helps us prepare for
and manage the impact of weather conditions. While
weather forecasting has improved in recent years, there
are still challenges in creating accurate and timely
forecasts. One of the key challenges is the collection
and analysis of data from different weather stations to
generate numerical forecasts. The current approaches
for collecting and analyzing data are often limited and
may not be optimized for weather forecasting tasks.
[1] As such, there is a need for a numerical forecast
generating system that uses open data from weather
stations, collects and analyzes different data, creates
logical connections between events, and generates
numerical data that can be used in future weather
forecasting. Previous studies have shown the potential
[2] of using open data from weather stations and
machine learning algorithms in weather forecasting.

including optimization for weather forecasting tasks
and flexibility to turn into a near-real-time system.
To address these gaps, the proposed system will
collect and analyze different data, create logical
connections between events, and generate numerical
data that can be used in future weather forecasting.
The current approach for weather forecasting in
Almaty faces several significant problems that limit its
effectiveness in accurately predicting weather patterns
and thunderstorm activity. These problems include:

1. Insufficient Spatial Resolution: The existing
meteorological models used for forecasting in
Almaty often have a coarse spatial resolution. This
limitation hampers their ability to capture local
variations in topography and atmospheric conditions
accurately. As a result, important microscale features
that significantly influence weather patterns and
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thunderstorm development, such as mountainous
terrain and localized wind patterns, are not adequately
represented in the overall forecasts [4].

2. Inadequate Data Assimilation: Accurate weather
forecasting relies heavily on assimilating various types
of observational data, such as satellite images, radar
data, and ground-based measurements. However, the
current approach in Almaty struggles with effectively
incorporating these diverse data sources into the
forecasting models. This limitation leads to biases and
errors in the initial conditions of the models, which
subsequently propagate and amplify throughout the
forecast period [5].

3. Limited Representation of Atmospheric Processes:
Traditional meteorological models used in Almaty
often simplify or neglect certain atmospheric processes
that are crucial for accurate weather prediction. For
instance, convective processes that drive thunderstorm
activity are challenging to simulate accurately due to
their highly nonlinear nature. The current approach
may not adequately capture the complex interactions
between moisture, temperature, and wind fields,
leading to inaccurate forecasts of thunderstorm

occurrence, intensity, and duration [6].

4. Lack of Consideration for Local Effects: Almaty's
weather patterns are influenced by local factors such
as the city's urban heat island effect, lake-breeze
circulation, and the proximity to mountain ranges.
However, the current approach may not adequately
account for these local effects, leading to biases in
the forecasts. For example, the urban heat island
effect can significantly impact temperature gradients,
wind patterns, and the initiation and intensity of
thunderstorms, but it may be inadequately represented
in the current forecasting models [7].

Our research is based on the database of weather
measurements from rp5 presented by the LLC
“"Weather Schedule”. It contains worldwide data for
open usage and is updated every 3 hours. Here,
historical data for Almaty City was obtained to train
our model. Some data is missed due to logical reasons,
like night maximum temperature (it is obtained in
intervals) and some data is logically unnecessary, like
type of clouds. In our research, we will try to deal with
different types of data, implement it, and analyze it.
The following table contains data explanation.

Table 1 — The embeddings for each column

name | description

T Air Temperature (degrees Celsius) at a height of 2 meters above the ground

Po Atmospheric pressure at the station level (millimeters of mercury)

P Atmospheric pressure reduced to mean sea level (millimeters of mercury)

Pa Baric trend: change in atmospheric pressure over the last three hours (millimeters of
mercury)

U Relative humidity (%) at a height of 2 meters above the ground

DD Wind direction (points) at an altitude of 10-12 meters above the Earth’s surface, averaged
over the 10-minute period immediately preceding the observation period

Ff Wind speed at an altitude of 10-12 meters above the Earth’s surface, averaged over the 10-
minute period immediately preceding the observation period (meters per second)

ff10 | The maximum value of the wind gust at altitude 10-12 meters above the Earth’s surface in
the 10-minute period immediately preceding the observation period (meters per second)

ff3 The maximum value of the wind gust at altitude 10-12 meters above the earth’s surface in
the period between deadlines (meters per second)

WW | Current weather reported from the weather station

Tn Minimum air temperature (degrees Celsius) for the past period (no more than 12 hours)

Tx Maximum air temperature (degrees Celsius) for the past period (no more than 12 hours)

\'A% Horizontal visibility range (km)

Td Dew point temperature at a height of 2 meters above the earth’s surface (degrees Celsius)

Literature review. Addressing these problems and an advanced numerical
improving the accuracy of weather and thunderstorm

forecasting model

that

incorporates higher spatial resolution, improved data

forecasts in Almaty requires the development of assimilation techniques, and better representation
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of atmospheric processes. By overcoming these
limitations, the forecasting system can provide more
precise and reliable information, enabling stakeholders
and decision-makers in Almaty to effectively prepare
for and mitigate the impacts of severe weather events.

Previous research has shown that open data from
weather stations can be used to improve weather
forecasting accuracy. For instance, in a study by
[8], open data from weather stations were used to
improve forecasting accuracy in urban areas. The
researchers found that incorporating open data from
weather stations led to a more accurate forecast of
temperature, humidity, and wind speed. Similarly,
a study by [9] found that autoregression combined
with machine learning algorithms enables compelling
multi-step predictions of these NWP wind velocity
residuals. Linear autoregression is proven to achieve
fast and competitive forecasts with rigorous statistical
approaches. The superiority of the statistical method
for machine learning is further demonstrated by the fact
that the residual series are considerably stochastic and
sophisticated algorithms resulting in overfitting.

Machine learning algorithms have also been explored
in weather forecasting research. [10] used machine
learning algorithms to improve short-term wind
speed forecasting. The study found that machine
learning algorithms could be used to generate more
accurate wind speed forecasts. In another study, [11]
compared the performance of different machine
learning algorithms in thunderstorm frequency
prediction. The researchers found that different
hybrid machine learning algorithms could generate
accurate thunderstorm frequency forecasts. Also, in
[12] researchers found that data collected from multi-
observation meteorological and data collected from
GNSS lead to different results in terms of the NWP
(Numerical Weather Prediction) model. Some studies
also included a mathematical basis for themselves,
meaning that weather forecast needs a combination
of numeric and probabilistic models [13]. Atmospheric
weather prediction was achieved by using a wide variety
of weather figure methods [14]. Here [15], researchers
decided to use the idea of mathematical and statistical
decision tree and conditions vide confusion matrix
for more appropriate and accurate forecasting using
Big Data. Even hybrid approach already exists [16]:
researchers decided to create a hybrid Global Climate
Model, where Hybrid model gave almost the same
results as the normal one, but optimization in their

research helped to achieve huge results in model speed,
what opens a new room for model improvements.

It is also clearly seen that weather prediction can
be achieved in real time by using Internet of Things
and Machine Learning in combination [17]. There,
light intensity sensors, humidity sensors and different
modules have been used. As for Machine Learning,
authors decided to use a logistic regression model to set
up an environment.

Researchers from China decided to explore DLWP
(Deep Learning based Weather Prediction) in compare
with Numerical Weather Prediction, in which we
are interested. During their survey, they focused
not only Neural Networks architectures for various
types of data, but also made a comparative analysis
from different perspectives of spatio-temporal scales,
datasets and benchmarks. They have found out that
Deep Learning also can be considered suitable and
reasonable tool for analyzing the characteristics of time
series connected with weather [18].

We also want to mention local characteristics of
area as an important feature. For example, short
term weather prediction has been done in Sri Lanka,
where as a result local tropic climate has affect
onto weather prediction patterns. For them, it was
tremendously challenging due to high temperature and
sudden atmospheric circulations. It was important to
understand how to deal with local features on this
example, since Almaty also has exclusive features, like
unique earth relief and is surrounded by mountains.

Despite the potential o f using open data from
weather stations and machine learning algorithms in
weather forecasting, there are still some gaps in these
approaches. Some of these approaches may not be
optimized for weather forecasting tasks, which can lead
to inaccurate forecasts. Additionally, some approaches
may not be flexible enough to be turned into a near-
real-time system, which can hinder their usefulness in
providing timely forecasts. As such, there is a need for a
system that can optimize these approaches for weather
forecasting.

Data

The dataset contains 29 columns of different data.
In a Table 1 we mentioned only used ones, since many
columns consists of unnecessary in prediction data.
Some data became unnecessary due to overly biased
results, some due to unimportance (type of clouds),
some due to lots of missed values.
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Figure 1 — Correlation heatmap for all numerical and categorical features

After logical analysis, we began analyzing attributes
by plotting the correlation heatmap for all remaining
features in order to obtain the significant ones to
the task of weather prediction (see Figure 1). To
plot correlation heatmap we used seaborn Python
library and Pandas built-in .corr method, which can
use Spearman rank correlation, Pearson(standard)

correlation coefficient, and Kendall Tau correlation
coefficient. According to this data it was decided to
left only following columns: 'T", 'Po', 'P', 'Pa’, 'Ff', "Tn’,
'"Tx', 'VV', 'U'", "Td'". Since their pairwise correlation is
between -0.1 and 0.1, and some of them considered to
be used due to better overall model performance with
them.

Table 2 - Number of rows with missing values for given attributes

Rows with NaN value

Column

T 0

Po 1

P 1

Pa 4

Ff 0

Tn 2568
Tx 2205
\'A% 1331
U 7

Td 7
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For left columns, we decided to approach to another
method of data preprocessing — by clearing missing
values. As shown in Table 2 — only 2 of left columns
are full, while others need to handle missing data. For
numerical columns using mean value gave us the best
performance, but for rows with words, we considered
to transfer them into related values. For example, when
speed of wind wasn’t a number, dataset contained ‘calm’
instead of number, as a part of data preprocessing, we
changed by ourselves it into zeros, result became better
than by deleting rows with them.

In a result, we split data into two sets: train and test.
Train dataset contained data from 1% of April 2022 to
31% of March 2023. Test dataset was from 1% of April
2023 to 31% of March 2024. Such decision was chosen
due to similarity of time intervals, containing similar
days of year.

Methods and materials. First step was to scale
our data for better model performance. We decided
to use MinMaxScaler from SkLearn python library.
MinMaxScaler scales all the data features in the range
[0, 1] or else in the range [-1, 1] if there are negative
values in the dataset. In conclusion, model with scaled
values performed much better than unscaled one, what
can be seen in a final result.

Second step was to choose best-performing general
model, which will be used in a future. So, during the
training and prediction phases of study, we were able
to inspect performance of several popular machine
learning techniques, connected with regression:
Gradient Boosting Regressor, Random Forest, Linear
Regression, ElasticNet, SGD Regressor, Bayesian
Ridge, Support Vector Regressor, CatBoost, Kernel
Ridge, XGBoost and LightGBM. Here is a brief
explanation of each model:

Gradient Boosting Regressor: Gradient Boosting
is an ensemble learning method that builds a strong
predictive model by combining multiple weak models,
usually decision trees. It works by iteratively adding
new models that focus on the residuals of the previous
models, gradually improving the overall predictions.

Random Forest: Random Forest is another ensemble
learning method that constructs multiple decision trees
and combines their predictions. Each decision tree is
trained on a random subset of the data and features. The
final prediction is obtained by averaging the predictions
of all the individual trees.

Linear Regression: Linear Regression is a simple and
widely-used linear modeling technique. It assumes a
linear relationship between the input features and the

target variable. The model fits a line to the data that
minimizes the sum of squared differences between the
observed and predicted values.

ElasticNet: ElasticNet is a linear regression model
that combines both L1 (Lasso) and L2 (Ridge)
regularization penalties. It is useful when dealing
with high-dimensional datasets and aims to find a
balance between feature selection (L1 regularization)
and handling multicollinearity (L2 regularization).

SGD Regressor: Stochastic Gradient Descent (SGD)
is an iterative optimization algorithm used for linear
regression. It updates the model's parameters based on
a randomly selected subset of the training data at each
iteration, making it suitable for large-scale datasets.

Bayesian Ridge: Bayesian Ridge regression is a
Bayesian statistical model that combines a prior
distribution with the likelihood function to estimate
the model parameters. It provides a probabilistic
framework for linear regression and automatically
determines the regularization strength.

Support  Vector Regressor: Support Vector
Regression (SVR) is a variant of Support Vector
Machines adapted for regression problems. It finds
a hyperplane that best fits the data while considering a
margin that controls the trade-off between fitting the
data and allowing some deviations.

CatBoost: CatBoost is a gradient boosting algorithm
that is known for its ability to handle categorical
variables efficiently. It incorporates a range of
advanced techniques, such as ordered boosting and
categorical feature embeddings, to improve predictive
performance.

Kernel Ridge: Kernel Ridge regression combines
ridge regression with the kernel trick to perform non-
linear regression. It uses a kernel function to map the
input features into a higher-dimensional space, where
linear regression is applied. It is effective for capturing
complex patterns in the data.

XGBoost: XGBoost is an optimized gradient
boosting algorithm that is highly efficient and scalable.
It uses a combination of tree-based models and gradient
boosting techniques to achieve accurate predictions.
XGBoost is known for its speed and performance on
structured data.

LightGBM: LightGBM is another gradient boosting
framework that is designed to be fast and memory-
efficient. It uses a special type of decision tree called
the “leaf-wise” tree, which can lead to better accuracy
with less memory consumption compared to traditional
gradient boosting methods.
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Table 3 — Model performance results after test training

Model name Mean Squared Error
GB Regressor 0.740616
RF Regressor 0.602757
Linear Regression | 3.430981
ElasticNet 107.581766
SGD Regressor 2.586797
Bayesian Ridge 3.427670
SVR 2.530081
CatBoost 0.240654
Kernel Ridge 2.453900
XGBoost 0.678889
LightGBM 0.637373

CatBoost model performed better than any other one
with a mean squared error result of 0.240654. In our
research we decided to further maintain CatBoost as
main model.

Also, we tried to optimize it with Grid Search Cross-
Validation. It was applied to CatBoostRegressor to
find the best hyperparameters for our final model. It
seems that the parameter tuning yielded worse results
as compared to the default setting. Therefore, default
model will be used without any hyperparameter tuning.

Results and Discussion. In result, we can see
that XGBoost with LightGBM showed a bit worse
performance. This means that for our data this gradient
boosting algorithms suits best. But in a result, we
needed only one, without any hybrid models. The next
step was to tune model parameters to achieve better
performance, but after tests, it has been found that the
parameter tuning yielded worse results as compared
to the default setting. Therefore, default model used
without any hyperparameter tuning. After that, we
trained and tested our final model. When we applied the
needed settings and solutions, we found out R2 score
of 0.97237. In this study, the authors use the R2 score
as a main indicator of accuracy. While R2 score of 1
means ideal prediction, ~0.97 means that our prediction
model gave us strong results. Authors can observe the
difference between forecasting results of data before
and after outlier removal with different attributes in
Table 2. Also, it is clearly seen that CatBoost performs
much better without any model optimization and better
suits to weather prediction task.

To conduct results, authors decided to test out
Feature and SHAP importances. We made several tests
and applied different weights to our model features. In
a result, authors got a necessary for further research

information, which contained that Td, U, P, Po are
important attributes for our model due to results of
Feature importance test. SHAP results were a bit
different, they contained Tx and Tn features in addition
to previous ones. So, it can be seen that temperature for
our region is mostly connected to Dew Point, Humidity
and Atmospheric pressure of sea level. Indicators like
Atmospheric pressure of station level, maximum and
minimum temperatures of day/night can be considered
as a bit less impact features, while any other has no
affect into our researched model.

For reader convenience predicted and real results by
short period sample are provided below.

e e e
RESULT
0123‘5823 2 1.899
01,02%:20%23 5.2 5.078
01,c)1z;,:€%23 8.4 8.459
Moo e Be

Figure 2 — Sample of real and predicted temperatures
comparison

Conclusion. This paper presents a detailed
description of constructing a machine learning model
for weather numerical forecasting based on open
data, which is available to everyone. The main idea
of the research is to identify pairwise correlations
between provided dataset features and real data and to
analyze multiple machine learning model constructing
approaches to predict weather in Almaty city region,
including region features (low pressure due to mountain
region and etc.).

In a result, we may forecast weather by provided data
accurately and potentially forecast the weather of other
regions and future weather in Almaty region as well.
We can construct weather prediction applications for
numerical forecasting, but as for now we have some
technical limitations, like a lack of CPU to achieve
better results in less performing time.
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