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A COMPREHENSIVE APPROACH TO ENHANCING THE RESILIENCE OF
INFORMATION SYSTEMS: FROM MATHEMATICAL MODELING TO RISK
MANAGEMENT STRATEGIES
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This article discusses the issue of improving the reliability of information systems. The main focus is on
mathematical analysis methods used to assess fault tolerance in data exchange systems. In the modern world,
when data is becoming an increasingly valuable asset, the importance of reliability of information systems cannot
be overestimated. The research focuses on the development of a mathematical model, which is presented in the
form of a graph of states and failure probabilities, and also includes a set of differential equations to describe the
dynamics of the system. This model is designed to operate at three levels, which allows you to analyze in detail
various aspects of the functioning of the system and identify potential threats at each stage.

The solution of the proposed equations allows not only to determine the probability of failures at different
points in time, but also provides tools for effective troubleshooting. Thus, the implementation of the proposed
approach contributes to improving the overall reliability of systems, reduces the risks of critical failures, and
improves infrastructure management. The article also discusses the possibilities of practical application of the
developed model in various types of information systems, including critical infrastructures, where a high level of
reliability is absolutely necessary.

Keywords: information system, diagnostics of network parameters, network resources reliability, failure,
network operation level.
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By makanaga akmapatThIK, SKyHelIepaiH CeHIMAUNTIH apTTHIPy Macelieci KapacThpsutagsl. Iepektep anmmacy
KyHesepiHaeri akayjaapra Te3IMIUIIKTI Oaranay YIIiH KOJJIAaHBUIATHIH MaTeMaTUKAJIBIK, TAIAAY S[icTepiHe Ha3ap
aynapbuiaapl. Kasipri oniem skarmaibiHIa, IepeKTep OapraH cablH KYHJIbI aKTHBKE allHAJIFaH Ke3J/ie, aKIapaTThIK,
JKyHeJepliH CeHIMALTITiHIH MaHBI3/IBUIBIFBIH ackipa Oaranay MyMKiH eMec. 3epTTey COTCI3IIKTepiH Kyiliepi MeH
BIKTIMaJI/IBIKTAPBIHBIH Tpachyri peTiHAe YCHIHBUIFAH MaTeMaTHUKaJIbIK, MOJENb/l d3ipieyre OarbITTalFaH, COHBI-
MeH Karap, K yHeHIH JUHAMHUKAChIH CUIIATTANThIH I dhepeHIManIbIK TeHIeyIep KelleHiH KaMTHabl. byt moznensb
JKYWeHiH KYMBIC iCTeyiHiH opTYpJli aClIeKTiIepiH erker-TerkKeri TaJiiayFa jKoHe op Ke3eHeri bIKTUMaJl Kayill-
Tepai aHbIKTayFa MYMKIiH/IK OEpeTiH YIII JIeHrelie )yMbIC iCTeyre apHaJIFaH.

YCBIHBUIFAH TEHJEYJEpOi MIenly YaKbITTbIH OpTYpili HyKTeJlepiHe akayJlapAblH naina 601y BIKTUMAJLIBIFBIH
aHbIKTayFa FaHa eMec, COHBIMEH KaTap, aKayJbIKTapAbl THIMIi aHBIKTAayFa KOHE JKOIOFa apHAJIFaH Kypasilapasl
ycbiHaAbl. Ocbutaiiina, YChIHBIIFAH TOCUIAL €HIi3Y sKyHenepaiH skalrbl CEHIMIUTINH apTThIpYFa bIKIAJ €Teli, MaHbl-
37pl iCTEH IIBIFY KayIliH a3afTa/pl )KoHe MH(PpaKypbUILIMIB OacKapy/bl kakcapTaasl. Makaiaga COHbIMEH Kartap,
CEHIMIUTIKTIH KOFapbl JeHrell eTe KakeT O0IaThiH MaHbI3/1bl THPPaKy PbUIBIMIAPAB! KOCa AJFAaH/A, AKNAPaTTHIK
KYHeNepIiH opTypii TyplepiHe 93ipJeHreH MOIEeb/Ii IPAKTUKAIBIK, KOIIaHy MYMKIHIIKTEP] TaIKbUTaHATbL.
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B nanHOI# cTaThe paccMaTpUBaeTCsl BOIPOC MOBBILIIEHHS HAAEKHOCTH MH(MOPMALMOHHBIX crucTeM. OCHOBHOE
BHHUMaHUe y/eJsieTcss MeTolaM MaTeMaTH4ecKoro aHajn3a, PUMEHSIEMbIM [UIsI OLIEHKH YCTOWYMBOCTH K COOSIM
B cUcTeMax OOMEeHa JaHHBIMHU. B ycIOBHMSAX COBpEMEHHOro MUpa, KOra JaHHBIE CTAaHOBATCS Bce Oosee 1IEHHBIM
AKTUBOM, BaKHOCTh HAJCKHOCTH MH(OPMAIMOHHBIX CHCTEM He MOXeT OBITh nepeoneHeHa. Vccienoanue ¢o-
KycupyeTcsl Ha pa3paboTKe MaTeMaTH4eCKOH MOJeNH, KOTopasi Ipe/iCTaBleHa B BUIe rpayka COCTOSIHUIN U Be-
POSAITHOCTEHN OTKA30B, a Takxke BKJIOYaeT KOMILIEKC OuddepeHIMaTbHBIX YPaBHEHUN AJI ONMCAHUS AUHAMHKH
cucTeMbl. JTa MofiesIb pa3paboTaHa 11 (PyHKIMOHUPOBAHUA HA TPEX YPOBHSAX, YTO MO3BOJIAET JETAILHO aHAJIM-
3UpOBaTh PA3IMYHbIE aCMEKThl (DYHKIIMOHUPOBAHUSA CUCTEMBI U WAEHTU(DULIMPOBATh NOTEHIUAIBHBIE YTPO3Bl Ha
KaXJOM U3 3TaIoB.

Pemenve npensiokeHHbIX YpaBHEHHUH MO3BOJISET HE TOJIBKO ONPEAEIUTh BEPOSTHOCTH BO3HHUKHOBEHHUsI COO-
€B B pa3Hble MOMEHTHI BPEMEHH, HO M MPENOCTABISIET HHCTPYMEHTHI 7151 9(p(heKTUBHOTO BBHISBICHHUS M YCTpaHe-
HUs HeucnpaBHOCTel. Takum 06pa3oM, BHEOPEHHE MPEUIOKEHHOrO MOIX0Aa CIOCOOCTBYET MOBBIIIEHUIO OOIIei
HaJeKHOCTU CHCTEM, CHWKAET PUCKU BOZHMKHOBEHHS] KPUTUUYECKHX OTKA30B, M YIydlllaeT yIpajieHue MH(pa-
CTPYKTYpOH. B crarbe Takske 00CykAaI0TCA BO3MOKHOCTH MPAKTUYECKOTO NPUMEHEHUs pa3padOTaHHOH Mojenu
B Pa3JMYHBIX TUMAX UH(MOPMALMOHHBIX CUCTEM, BKIOYAs KPUTUYECKH BaskHblE MH(PACTPYKTYpHI, [€ BHICOKUI
YPOBEHb Ha/IS)KHOCTH SIBJISIETCST a0OCOMIOTHO HEOOXOIMMBIM.

KiiroueBsle cioBa: MH(pOpPMAILIMOHHAS CUCTEMa, IMarHOCTHKA NTapaMeTPOB CETH, HaIeXKHOCTh CETEBBIX PECyp-
COB, OTKa3bl, YPOBEHb (DYHKIIMOHMUPOBAHHUS CETH.

Introduction. In the modern world, where for assessing fault tolerance and developing effective

information technology plays a leading role in various
spheres of human activity, the reliability of information
systems becomes a critically important aspect.
These systems form the basis for data transmission,
processing, and storage, and any malfunctions in
their operation can lead to serious consequences,
including data loss, reduced productivity, and even
critical emergency situations in vital infrastructures.
Therefore, enhancing the resilience of information
systems to failures and malfunctions is a priority task
for specialists in the field of information technology.

The problem of information system reliability is
multifaceted and requires a comprehensive approach
to its solution. In recent years, methods of mathematical
modeling have been actively developed, allowing
the analysis and prediction of system behavior
under various external and internal influences. The
application of these methods opens new possibilities

strategies to enhance the reliability of information
systems.

This article proposes an innovative method for
assessing the resilience of information systems to
failures, based on mathematical modeling. The method
includes the development of a mathematical model,
which is a graph of states and failure probabilities,
as well as a system of differential equations for its
description. This model allows for the identification of
potential vulnerabilities in the structure and functioning
of information systems, as well as aids in the
development of measures to eliminate them. The
solution of the proposed model provides quantitative
estimates of failure probabilities at various levels of
system operation, which is a key element in ensuring
its reliability.

The article is organized as follows: after an
introduction that outlines the relevance of the problem
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and the goals of the research, a literature review
reflects the current state of the issue of assessing the
reliability of information systems. The methodology
for developing the mathematical model, the main stages
of its creation, and the principles of operation are then
described. The results section presents the data obtained
during the modeling and their analysis. The conclusion
summarizes the findings of the research and outlines
prospects for further work in this area.

Materials and methods. To assess the resilience
of information systems to failures, methods of
mathematical analysis and mathematical modeling
were used, including the development of a state
graph and failure probabilities, as well as a system
of differential equations for analyzing and optimizing
the functioning of systems across three levels: data
transmission, processing, and storage. This allowed
for the prediction of failure probabilities and the
identification of critical points to enhance system
reliability.

Literature Review. Extensive research has been
conducted in the field of hardware protection against
malfunctions and system security, presented in a series
of key articles. One of the innovative developments
is S-DETECTOR, introduced in [1], which is
an implementation of DETECTOR with selective
protection of vulnerable registers. This approach
significantly enhances performance and also reduces
the damage that could be caused by failure coverage.

In the field of electric vehicles, a collision prevention
system is actively being developed, introduced in [2].
This method is innovative due to the use of embedded
real-time subsystems at the hardware level, providing
reliable protection against potential faults.

The fundamental methodology for designing fault-
tolerant microprocessor systems, described in [3],
is based on software-implementable hardware fault
tolerance. This methodology represents an important
step towards creating systems capable of effectively
dealing with potential malfunctions and ensuring
reliable operation.

Article [4] proposes an extension of the scheduling
theory for mixed-criticality systems, taking into
account temporal faults. These extensions, which
introduce the concept of discard relations generalizing
the notion of criticality, aim to improve the
schedulability analysis and the control of dependencies
between tasks, facilitating effective system resource
management and enhancing reliability in the face of
temporal faults.

Experimental data presented in [5] demonstrate that
the Defender architecture for a fault-tolerant router
in a network-on-chip successfully ensures resilience
to permanent faults. Other studies, such as the
use of approximate computations to reduce energy
consumption in deep neural network accelerators [6]
and a design methodology for enhancing the fault
tolerance of deep learning models using neuromorphic
hardware [8], also make significant contributions to the
field of hardware protection.

Furthermore, article [7] examines the Defender
architecture for a fault-tolerant router in a network-on-
chip, marking an important step in ensuring resilience
to permanent faults in modern network systems.

In the context of secure multicast in networks with
interceptors, article [9] explores the issue and develops
methods for ensuring security in environments with
multiple sources.

Detailed studies, such as proving security for the
two-message signed Diffie-Hellman key exchange
protocol [10], and the extended mechanism for
ensuring integrity and predictability in intra-chip
communication during random hardware faults (AIQ)
[11], provide a deep analysis and development of tools
for cybersecurity in modern computing environments.

A review of contemporary trends in access control
in the Internet of Things (I0T) [12] makes an important
contribution to understanding security in the realm of
device and system interactions in the IoT.

Research such as the use of CSP process algebra
and the PAT tool for analyzing the Apache Kafka
messaging mechanism [13], as well as a review of the
security of existing Digital Signature Schemes (DSS)
in the context of the strong existential unforgeability
under chosen message attack model (SEUF-CMA) [14],
provide valuable knowledge for ensuring security in the
realms of data exchange and signatures.

Considering the advancement of modern
technologies, studies on the application of a new
protocol with a guaranteed error of O(l/e) for
pure differential privacy [15] and examining the
security of the Signal messenger with a proposal
for an improved protocol SAID [16] offer new
perspectives and solutions for secure data transmission
and communications.

Finally, research in the field of distributed systems,
such as a Configurable Distributed System for
Verification and Launch (CDCLS) for aerospace
vehicles [17] and the proposal of the DepFast library
[18], are significant steps in the field of ensuring
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fault tolerance and efficient resource management in
modern distributed systems [19].

This literature review also addresses issues of
processing large volumes of data in intelligent
transportation using mobile edge computing technology
[20]. Challenges related to efficient data management
and processing in transportation systems are becoming
increasingly relevant, and this research suggests
approaches to addressing these challenges based on
the use of mobile computing.

Additionally, considering a secure data transmission
mechanism in ad hoc mobile networks [21] is an
important part of the review. Ensuring secure data
transmission in ad hoc networks, where devices interact
without a centralized infrastructure, is a complex
task, and this article suggests approaches to ensuring
confidentiality and integrity of data in such networks.

Research on Scalable Multilevel Distributed Coding
(SMDC) for encoding independent information
messages with different reliability requirements [22]
also contributes to the discussion on fault tolerance and
security. This approach can be useful for transmitting
information under conditions where different messages
have varying reliability requirements.

In conclusion, introducing a new steganography
model - the Cover Processing-based Steganographic
Model (CPSM) [23] - complements the discussion on
innovative approaches to ensuring confidentiality and
security of information messages. This model offers
new ways of embedding and protecting information,
making it significant in the context of developing

secure messaging systems.

Modeling Object. The object of modeling in the
scientific article presented is information systems
designed to ensure the transmission, processing, and
storage of data in various areas of human activity.
Particular attention is paid to data transmission systems
operating under increased reliability and fault tolerance
requirements. The study aims to analyze and assess
the resilience of these systems to potential failures and
malfunctions that may arise due to various external and
internal impacts.

As a specific object of modeling, information
systems with a three-level operating architecture are
chosen, including data transmission, data processing,
and data storage levels. This structure reflects the
complexity and hierarchy of modern information
systems and allows for considering various scenarios
of system component interactions and their impact on
overall reliability.

A mathematical model based on graph theory and
probability theory principles has been developed to
analyze the fault tolerance of information systems.
The model is a state graph, each state corresponding
to a certain level of system operation, and transition
probabilities between these states, reflecting the
likelihood of system component failures and their
impact on overall operability. A system of differential
equations is used to describe the dynamics of system
state changes, the solution of which allows estimating
the probabilities of the system being in each of the
possible states over time.

Table 1 - Important components of Information systems (IS)

Ne | Component Function Criticality Level

1 Database Server Data storage, management, and processing High

2 Communication Equipment Ensuring data transmission between network | Medium
devices

3 | Application Server Running business applications and services High

4 | Data Storage Systems Centralized storage of large volumes of data | High

5 Backup Systems Data recovery after failures High

6 | Network Routers and Switches Traffic routing and network flow | Medium
management

7 Security Systems (Firewall, IDS/IPS) | Network protection against unauthorized | High
access and attacks

8 | Data Processing Centers (DPC) Physical and software support of IT | High
infrastructure

9 | End-User Devices (PCs, Laptops) User access to applications and data Medium

10 | Cloud Computing Services Flexible scaling and resource provisioning Medium
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Modeling the fault tolerance of information systems
using the proposed mathematical model enables the
identification of the most vulnerable elements of the
system, assess the risks of potential failures, and
develop strategies to improve reliability and resilience
to malfunctions. This approach ensures a higher
level of information systems' readiness for unforeseen
situations, minimizes potential losses from failures and
malfunctions, and improves the quality of service for
end-users.

Table 1 presents the critically important components
of information systems (IS), their main functions, and
the level of criticality.

This classification emphasizes the importance of
various IS components in ensuring their stable and

reliable operation. Components with a high level of
criticality require special attention in the context of
developing measures to improve fault tolerance and
ensure data security.

The functional state of an information system (IS)
can be represented in accordance with Figure 1, where
the efficiency of the IS is determined by its ability
and readiness to perform basic functions, such as
sending data packets and processing user requests. In
contrast to efficient operation, an inefficient state of
the IS is characterized by problems including delays,
malfunctions, and complete failures. Additionally,
within the scope of the study, various categories of
errors that can lead to system failures can be identified,
as detailed in Figure 2.

L Functioning

Condition |
Readiness
L
S |
I
L Stability
P : : !
roPerty Hardware Software
E . Maintainability Reliability Durability Recoverability
Specifications | T L L

Figure 1 - Characteristics of the functioning of the IS

Categories of errors leading to information system
failures
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Figure 2 - Errors that can lead to failures And

In the framework of system-technical analysis,
information systems are considered as integrated
structures consisting of interconnected and interacting
levels. The key elements of such systems are system and

application software, database management systems, as
well as a set of functions and services responsible for
data transmission, storage and processing (Figure 3).
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Figure 3- Information systems

When developing reliable and fault-tolerant
information systems and networks, significant attention
is dedicated to minimizing the time and resources
required for the recovery and replacement of failed
components. In light of this, the application of various
modeling methods for selecting the optimal strategy for
implementing backup elements, considering potential
failures, becomes a highly sought-after approach.

The task of modeling and assessing the probabilities
of failures in information systems acquires particular
relevance, allowing for the identification of
components that require modernization or replacement
with backups. For addressing this task, it is appropriate
to use the Markov chain methodology. This method is
one of the most accessible and effective mathematical
tools for modeling various operations, including
failures in information systems, occurring as random
processes.

Markov chains are an established mathematical tool
for analyzing problems with a probabilistic nature. Such
a chain is represented in the form of a graph, where
vertices correspond to system states, and edges reflect
the intensity of transitions between these states. Using
an annotated graph, it is possible to determine the
probabilities of the system being in each of the states

both over time and in stationary conditions.

Before beginning modeling, initial parameters are
defined, such as possible states of failures specific
to the analyzed information system, and all potential
connections between states are established in the form
of event flow intensities that effectuate the system's
transitions from one state to another.

Then, based on the set parameters, one can proceed
to create the model using graph methodology, based on
the principles of Markov chain theory.

In the context of the analyzed information system,
a failure is considered a stochastic process with a finite
set of states, where events occur individually rather than
en masse. This indicates the ordinariness of the studied
model, which also assumes the absence of aftereffects.
This means that the number of events occurring in any
given time interval does not correlate with the number
of events in any other non-overlapping interval.

In the process of building the model to assess
network fault tolerance, it is assumed that a failure
can occur at any level of its operation at any given
time, including the local level, the network environment
level, or the level of system's critically significant nodes
(Figure 4).
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Figure 4 - Schematic representation of the hierarchy of failure states of an information system with modeling
based on Markov chains

In the process of developing a model and evaluating
the characteristics of network fault tolerance, it is
assumed that the information system at certain points
in time may experience a failure at one of the levels of
its functioning. These levels include: the local level, the
network environment level, and the critical node level.
Within the framework of modeling, it is assumed that
the system can be in various failure states, designated as
Sij, where the index i indicates the level of functioning
(with three levels in this example), and the index j
classifies the type of failure (with five different types
in this example).

The initial state of the system is assumed to be
trouble-free, with fully functioning resources. All
subsequent states differ from the initial one and are
characterized by non-standard operation of the system
in conditions of various failures.

Next, a graph of system states is constructed, which

illustrates the transitions from each possible failure
state at the appropriate level to a failure-free state,
designated as SO. In this graph, the vertices represent
the possible states of the system, and the edges reflect
the intensity of transitions between these states, denoted
as Ad.

To quantify fault tolerance and failure probabilities
in the network, a mathematical model is formed based
on the constructed graph of states. This model is
expressed through a system of differential or linear
algebraic equations, following the rule: on the left is the
derivative of the probability of a state in time, and on
the right is the sum of the products of the probabilities
of states from which transitions to a given state occur,
based on the intensity of the corresponding streams of
events, minus the total intensity of the streams leading
away from this state, multiplied by the probability of
this state.
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To assess the level of fault tolerance and find the
probabilities of failures in the network according to a
structured graph, we compile a mathematical model in
the form of a system of differential or linear algebraic
equations according to the following rule: on the left is
the derivative of the probability of the state, and on the
right is the sum of the products of the probabilities of
those states from which the arrows go to this state, based
on the intensity of the corresponding event flows, minus
the total intensity of the flows leading from a given state
multiplied by the probability of a given state

To quantify the fault tolerance of the network and
determine the probability of failures, a mathematical
model based on the constructed graph of states is used.
The model is presented in the form of a system of
differential or linear algebraic equations, which are
formulated as follows:

The left side of the equation contains the derivative
of the probability of finding the system in a given state
in time, which corresponds to the rate of change in the
probability of this state.

The right side of the equation consists of two parts:

The first part includes the sum of the products of
the probabilities of previous states on the intensity of
the streams of events that transfer the system to this
state. This reflects the contribution to the probability
of a state from all possible previous states.

The second part is the product of the probability of
the current state by the total intensity of the streams
of events that bring the system out of this state. This
expresses the loss of probability due to transitions to
other states.

Thus, if we denote the probability of the S; state as
P(S;) and the intensity of the transition from the .S,
state to the S, state as \,;, then for each S; state the
equation will take the form:

dP(s;)
P Y P(S)A; = P(S) DAy
JFi JF
where dP(i(tS’?) - is the rate of change in the probability

of the .S; state over time, the first term sums up the
contributions from all possible transitions to the S;
state, and the second term subtracts the probability of
leaving the Si state to all other states.

Solving this system of equations will allow us to find
the probabilities of all states of the system at any given
time or in a stationary mode, if we consider the long-
term behavior of the system.

Discussion. In the framework of modern research,
an analysis of the fault tolerance of information
systems (IS) using the theory of Markov chains has
been carried out. The central part of the work is the
construction of an IC failure graph, which describes the
probabilistic transitions between different states of the
system, including states characterizing various levels
of functioning and types of failures. Failure states in
this context are divided into three main categories: the
local level, the network environment level and the level
of critical nodes, each of which, in turn, is associated
with five types of failures, covering hardware, system,
application problems, as well as failures of network
devices and physical communication channels.

The study begins with determining the initial state of
the system, assuming its full functionality without any
failures. The subsequent analysis focuses on modeling
the transitions of the system to failure states and back,
using a mathematical model based on Markov circuits.
This approach allows us to quantify the probabilities
of each of the possible states of the system over time,
which is a key aspect in studying and improving its fault
tolerance.

In the course of the study, a system of differential
and linear algebraic equations was developed, which
allows us to calculate the dynamics of changes in the
probabilities of system states based on the intensities
of event flows leading to failures or restoration of
functioning. The solution of this system of equations
makes it possible to predict the behavior of the system
in various operating conditions and under various
failure scenarios.

One of the most important results of the work was the
identification of key factors affecting the level of fault
tolerance of the information system. In addition, the
most vulnerable components and levels of functioning
of the IC were identified, for which the risk of failure is
maximum. This data can be used in the development of
strategies to improve the reliability and fault tolerance
of systems, as well as in planning measures to prevent
failures or minimize their consequences.

Results. As part of the research, a mathematical
model based on Markov chains was developed and
tested to analyze the fault tolerance of information
systems (IS). The model allowed us to estimate the
probabilities of transitions between different states of
the system, including normal operation and various
failure levels associated with the local level, the level of
the network environment and the level of critical nodes.
The failure specification included hardware problems,
system failures, application problems, failures of
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network devices and physical communication channels.

The main results of the study can be summarized as
follows:

Quantification of the probabilities of states - the
probabilities of finding the system in each of the
possible states were determined depending on the time
and operating conditions. This made it possible to
identify the most vulnerable components of the IC
to failures and evaluate the effectiveness of various
strategies to increase fault tolerance.

Identification of key fault tolerance factors - the
study showed that the intensity and probability of
failures significantly depend on the level of functioning
of the system components and the type of possible
failures. Identifying these dependencies allows you
to focus efforts on eliminating the most significant
vulnerabilities.

Analysis of the dynamics of changes in system states

- the proposed approach made it possible to trace how
the probability of finding a system in certain failure
states changes over time, which contributes to a better
understanding of the recovery processes after failures
and planning preventive measures.

Development of recommendations to improve
fault tolerance - based on the results obtained,
recommendations were formulated to improve the
architecture and configuration of information systems
aimed at reducing the likelihood of failures and
minimizing their consequences.

Thus, the results of this study make a significant
contribution to the theory and practice of designing
and operating fault-tolerant information systems. The
use of mathematical modeling based on Markov chains
allows for a more in-depth analysis of the processes
taking place in the IP and the development of effective
risk management strategies related to potential failures.
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